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ABSTRACT

We consider a transmission problem consisting of two semilinear
parabolic equations involving fractional di�usion operators of di�erent
orders in a general non-smooth setting with emphasis on Lipschitz
interfaces and transmission conditions along the interface. We give a
uni�ed framework for the existence and uniqueness of strong and mild
solutions, and their global regularity properties.
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1. Introduction

Anomalous di�usion is of great interest to science. A number of stochastic models for

explaining anomalous di�usion have been introduced in the literature; among them we

quote the fractional Brownian motion, the continuous time random walk, the Lévy �ight,

the Schneider–Grey Brownian motion and, more generally, random walk models based

on evolution equations of single and distributed fractional order in time and/or in space

[11, 20, 38, 47, 49]. To be more precise, letK : R
N → [0,∞) be an even function such that

∑

k∈ZN

K(k) = 1. (1.1)

Given a small h > 0, we consider a random walk on the lattice hZN . We suppose that at any

unit time τ (which may depend on h) a particle jumps from any point of hZN to any other

point. The probability for which a particle jumps from a point hk ∈ hZN to the point hk̃ is

taken to be K(k − k̃) = K(k̃ − k). Note that, di�erently from the standard random walk, in

this process the particle may experience arbitrarily long jumps, though with small probability.

Let u(x, t) be the probability that our particle lies at x ∈ hZN at time t ∈ τZ. Then u(x, t+ τ)

is the sum of all the probabilities of the possible positions x + hk at time t weighted by the

probability of jumping from x + hk to x. That is,

u(x, t + τ) =
∑

k∈ZN

K(k)u(x + hk, t).
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Using (1.1) we have the evolution law:

u(x, t + τ) − u (x, t) =
∑

k∈ZN

K(k) [u(x + hk, t) − u(x, t)] . (1.2)

In particular, in the case when τ = h2s and K is homogeneous (i.e., K(y) = |y|−(N+2s) for

y 6= 0, K(0) = 0, and 0 < s < 1), (1.1) holds and K(k)/τ = hNK(hk). Therefore, we can

rewrite (1.2) as follows:

u(x, t + τ) − u(x, t)

τ
= hN

∑

k∈ZN

K(hk) [u(x + hk, t) − u(x, t)] . (1.3)

Notice that the term on the right-hand side of (1.3) is just the approximating Riemann sum

of ∫

RN
K(y)

[
u(x + y, t) − u(x, t)

]
dy.

Thus letting τ = h2s → 0+ in (1.3), we obtain

∂tu(x, t) =

∫

RN

u(x + y, t) − u(x, t)

|y|N+2s
dy. (1.4)

The integral on the right-hand side of (1.4) has a singularity at y = 0. However when

0 < s < 1 and u is smooth and bounded, such integral is well de�ned as a principal value,

that is,

lim
ε↓0

∫

RN\B(0,ε)

u(x + y, t) − u(x, t)

|y|N+2s
dy = lim

ε↓0

∫

RN\B(x,ε)

u(z, t) − u(x, t)

|z − x|N+2s
dz

= −
(
CN,s

)−1
(−1)su(x, t), (1.5)

for a proper normalizing constant CN,s > 0 (see (1.6) and Section 2). This shows that a

simple random walk with possibly long jumps produces at the limit a singular integral with

a homogeneous kernel. For more details on this topic we refer to [49]. In the case when in

(1.5), RN is replaced by an arbitrary open set G ⊂ R
N and the integral kernel is restricted

only to the open set, we formally obtain the so-called regional fractional Laplacian −(−1)sG
(cf. [3, 5, 22–24]). More precisely, for

u ∈ L
1
s (G) =

{
u : G → R measurable,

∫

G

|u(x)|

(1 + |x|)N+2s
dx < ∞

}
,

x ∈ G and ε > 0, we let

(−1)sG,εu(x) = CN,s

∫

{y∈G,|y−x|>ε}

u(x) − u(y)

|x − y|N+2s
dy, CN,s =

s22sŴ0

(
N+2s
2

)

π
N
2 Ŵ0(1 − s)

, (1.6)

where Ŵ0 denotes the usual Gamma function. De�ne

(−1)sGu(x) = CN,sP.V.

∫

G

u(x) − u(y)

|x − y|N+2s
dy = lim

ε↓0
(−1)sG,εu(x), x ∈ G,

provided that the limit exists. With the latter de�nition, the evolution law

∂tu + (−1)sGu = 0 (1.7)
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corresponds to a kind of “censored” stable process inG ⊂ R
N , which is a Lévymotion “forced”

to stay insideG. Such “restricted” Lévymotions show up an importantmodels in both applied

mathematics and applied probability [3, 5, 11, 20, 29, 40, 46], as well as in models in biology

and ecology [27, 45]. It is interesting to note that the fractional heat equations (1.4), (1.7) also

emerge as the hydrodynamic limit of interacting particle systems that are superdi�usive in

nature, that is, the limit of systems on which particles may perform long jumps in the context

of Lévy processes [29]. A great deal of mathematical literature has grown in the last decade for

such parabolic problems with anomalous di�usion. Such a description has been undertaken

in some detail in [15, 17] (and the references contained therein), and we shall not attempt to

describe it here. In this paper, we exclusively focus on work that is directly related to aspects

of transmission phenomena for problems of form similar to (1.7).

It is well known that the study of transmission problems refers to the analysis of models

involving di�erent media and/or di�erent physical laws in separate regions of a given (�xed)

domain �. Such transmission problems involve classical “di�usion” operators, typically, the

usual Laplacian 1, and are relevant for a wide range of problems in material science, physics

and biology. Classical examples include transmission problems associated with electromag-

netic, thermodynamic (or heat conduction) processes in (disjoint) regions with di�erent con-

ductivity constants, which are separated by a thin (possibly non-smooth) interface. We refer

the reader to the book [4] for a fairly large description of the current literature on this class of

problems on smooth domains.More recently, the case of non-smooth domains and/or various

classes of transmission conditions (including dynamic transmission conditions possessing

sources along the interface) has also been addressed in [1, 2, 10, 12, 14, 18, 19, 26, 28, 33–36,

42, 48]. To the best of our knowledge, the study of transmission problems involving di�usion

operators of fractional type has not yet been considered in the literature with the exception of

[31, 32]. In these references, a local-nonlocal elliptic transmission-like problem inRN ,N ≥ 2,

is formulated such thatRN is divided into two disjoint open sets�1, �2, which are separated

by a (su�ciently) smooth interface 6; on the side �1 the function satis�es a nonlocal linear

elliptic equation (involving the usual fractional Laplacian (−1)1/2, see (2.1) below) and on

the other �2, it satis�es a local linear second-order elliptic problem (involving the usual

di�usion operator −1), while a nonlocal-local transmission condition is imposed along

the interface 6. The latter is interpreted by means of a given variational formulation which

involves the use of fractional conormal derivatives also de�ned and investigated elsewhere in

[9]. Such transmission problems are of intrinsic mathematical interest for their applications

and interpretations in various contexts (for instance, in quasi-geostrophic dynamics). Beside

the existence of (suitably weak) solutions for the corresponding linear transmission problem,

the main goal of [31] is also to deduce their Hölder continuity following the method of De

Giorgi. We refer the reader to [31, Theorem 1.1] and also [32, Section 4.3] for a continuity

result that corresponds to the associated parabolic problem. Comparable continuity results

for the corresponding elliptic problem when 6 is merely a Lipschitz graph can be also found

in [31, Theorem 1.2]. When 6 is a �at surface, the qualitative behavior of the continuous

solution near 6 is also investigated in [31, Theorems 1.3–1.4]. Further extensions to some

nonlocal-nonlocal elliptic transmission problems are also discussed in [32, Chapter 4].

In order to formulate our problem properly, consider a bounded domain� ⊂ R
N (N ≥ 2)

and let 6 be such that � = �+ ∪ 6 ∪ �− with 6 = �+ ∩ �−. That is, � is separated

into two components �+,�− by a Lipschitz hypersurface 6 (see Figure 1). Since 6 is a
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Figure 1. Transmission model with anomalous di�usion.

(N − 1)-dimensional Lipschitz surface, we have that HN−1(6) < ∞, where HN−1 denotes

the (N−1)-dimensional Hausdor� (i.e., the surface)measure andwe denote by σ6 (or simply

by σ if there is no confusion) the restriction ofHN−1 to the set 6. We have that

∂�+ = 6 and ∂�− = Ŵ ∪ 6.

The goal of this work is for the completion of a uni�ed framework for a general class of

nonlinear nonlocal transmission problems, of the form

∂tu+ + (−1)
β
�+

u+ + f+ (u+) = 0, in J × �+, (1.8)

∂tu− + (−1)α�−
u− + f− (u−) = 0, in J × �−. (1.9)

where J = (0,T), f+, f− are nonlinear functions and α,β ∈ (1/2, 1) with α ≥ β . Equations

(1.8) and (1.9) are coupled together with the transmission conditions

u+ = wu−, Nw (u+, u−) + bu− = 0, on J × 6. (1.10)

Here, b = b (x) ≥ 0,Nw (u+, u−) denotes the jump

Nw (u+ (x) , u− (x)) := Cβw (x)N 2−2βu+ (x) − CαN
2−2αu− (x) , x ∈ 6,

where w = w (x) is �xed, su�ciently smooth (say, of class C1 (6)),N 2−2βu+ andN 2−2αu−,

are the fractional normal derivative (see Section 2.2 below) of the function u+ and u−,

respectively, and �nally Cα , Cβ are explicit constants depending only on α and β , respectively

(see (2.14)). We also assume that w 6≡ 0 σ a.e. on 6.

We assume, for the sake of simplicity, that Ŵ is a Lipschitz hypersurface too. On Ŵ, we

consider fractional Neumann boundary conditions, of the form

N
2−2αu− = 0, on J × Ŵ, (1.11)

although other (such as, Dirichlet or fractional Robin) boundary conditions onŴmay be used

as well (see, for instance, [15]). Initial conditions for (1.8)–(1.11) must also be prescribed on

�\6, that is,

u+ (·, 0) = u0+ in �+, u− (·, 0) = u0− in �−. (1.12)

We note that our problem is essentially di�erent from that of [31] (see Remark 2.1, as

well as [32]) since it involves “restricted” fractional operators (i.e., the regional fractional

Laplacian (−1)αG, (with G = �+ and/or �−) of order α ∈ (1/2, 1)) and the corresponding
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transmission conditions (1.10) involve a di�erent kind of fractional normal derivative (see

Section 2). Besides, our general setting (see Figure 1) requires only that6 is merely Lipschitz

continuous and the parabolic problem we investigate is also nonlinear.

We can summarize the main features of the present work as follows.

(a) To the best of our knowledge this is the �rst work to address the well-posedness of

transmission problems associated with di�erent orders of di�usion in �+ and �−,

respectively. In particular, we view the framework developed here as one that extends

our recent work from [15] to the case of di�erent order of di�usion in �, when α ≥ β .

(b) We allow the nonlinear reactive forces f± = f± (u±) to have arbitrary growth without

imposing any one-sided conditions, such as coercivity. We provide a complete analysis

based on potential theory for the linear problem and on tools from semigroup theory

to show the existence of properly de�ned mild solutions. The main results are pre-

sented in Theorem 3.3 (for local existence) and Theorem 3.7 (for local continuation and

boundedness). Furthermore, we provide theorems concerning the existence of strong

(di�erentiable) solutions that are bounded in L∞ (�\6) (see Theorem 4.2), and provide

su�cient conditions for their global regularity (see Corollary 4.3). Finally, we also

provide su�cient conditions and derive explicit uniform L∞-estimates from some given

Lr-estimate of the mild solution (see Theorems 4.4 and 4.5).

(c) The approach for the case α ≥ β is inspired by a strategy developed in the book [44] for

parabolic problems associated with second-order di�erential operators. However, many

challenges had to be overcome to accommodate these cases. In particular, a complete

study of the operator associated with (1.8)–(1.12) is critical in understanding both issues

of well-posedness and the global regularity of solutions in Lp-like spaces (p ∈ [1,∞]).

More precisely, we show that a certain realization of ((−1)
β
�+

, (−1)α�−
) with suitable

transmission conditions generates a submarkovian semigroup Sα,β =
{
Sα,β (t)

}
t≥0

,

satisfying some crucial Lq − Lr-ultracontractivity estimates. Taking advantage of these

properties we introduce a natural notion of integral solution for the corresponding

nonlinear transmission problem associated with the initial datum u0 ∈ Lp (�\6) where

u0 = u0+ in �+, u0 = u0− in �−; we then investigate their local and global behavior and

their further di�erentiability properties. This approach allows us to handle less regular

solutions by extending the Hilbert-space approach used in [15, 17] to a Banach space

framework where the initial datum can belong to any Lp (�\6), for p ∈ [1,∞].

(d) We also address the case when the di�usion in �− dominates the di�usion in �+, i.e.,

when α ≤ β . We conclude with the validity of comparable results for the transmission

problem (1.8) and (1.9), albeit with di�erent transmission conditions (see Section 5).

Here, the arguments follow the same proofs performed for the case α ≥ β .

(e) Our approach provides for a clear road map to treat more general transmission problems

which are mixed in their order of di�usion, including local-nonlocal transmission prob-

lems. We refer the reader to Section 5 for further details.

Our main assumptions and results for the corresponding linear parabolic and elliptic

problems are presented in Section 2. The main results are Theorems 2.16 and 2.22. The

proofs of the well-posedness of the nonlinear system (1.8)–(1.12) are given in Section 3.

The existence of strong (di�erentiable) solutions and their (global) regularity properties are

established in Section 4. We conclude with Section 5 which is concerned with the remaining

case of α ≤ β and discuss the application of these techniques to other related transmission

problems. We also give here a list of open problems.
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2. The linear parabolic and elliptic problems

In this section we introduce the functional framework associated with the transmission prob-

lem in question and then derive semigroup type results for the linear operator corresponding

to the linear problem. Existence and regularity of solutions to elliptic problems associated

with the linear operator are also investigated. All these tools are necessary in the study of the

nonlinear transmission problem (1.8)–(1.12).

2.1. The functional framework

The fractional Laplacian (−1)su of u ∈ L1
s (R

N) is de�ned by the singular integral

(−1)su(x) = CN,sP.V.

∫

RN

u(x) − u(y)

|x − y|N+2s
dy = lim

ε↓0
(−1)s

RN ,ε
u(x), x ∈ R

N , (2.1)

provided that the limit exists. We notice that if 0 < s < 1/2 and u is smooth (for example,

bounded and Lipschitz continuous), then the integral in (2.1) is in fact not singular near x.We

also recall that using the Fourier transform, (−1)s can be also de�ned as a pseudo-di�erential

operator with symbol |ξ |2s. Let G ⊂ R
N be an arbitrary bounded open set. Consider next the

space

D(G) :=
{
u : G → R measurable, u ∈ C∞(G), supp[u] is compact in G

}
.

Let now u ∈ D(G). Since u = 0 on R
N\G, a simple calculation gives

(−1)sGu = (−1)su(x) − VG(x)u,

where the potential VG is given by

VG(x) := CN,s

∫

RN\G
|x − y|−N−2sdy, x ∈ G. (2.2)

More precisely, we have

(−1)su = (−1)sGu + VG(x)u, for all u ∈ D(G). (2.3)

Based on (2.3), we then view the fractional Laplacian (−1)s with domain D(G) as a

perturbation of the regional fractional operator (−1)sG with the non-negative potential VG.

This allows us to observe that (−1)sG describes a particle jumping from one point x ∈ G to

another y ∈ G with intensity proportional to
∣∣x − y

∣∣−N−2s
.

Remark 2.1. Wemention thatwhen startingwith a function de�ned only onG, then a relation

like the one in (2.3) makes only sense if one extends the function by 0 on R
N\G. If one

has a non-zero extension ũ on R
N\G, then for such a function there is no relation between

(−1)s̃u and (−1)sGu. In our situation, since we are considering fractional Neumann type

boundary conditions, the extension by zero of the involved functions on the complement of

the domain is not allowed (see, e.g. [51] and the references therein for more details on this

topic). In addition, although our transmission problem involves nonlocal operators in (1.8)

and (1.9) the transmission condition in (1.10) is purely “local” in nature since it is satis�ed

only over 6. At a �rst look, it is not clear if one replaces the regional fractional Laplacian by

the fractional Laplace operator as in [31] (cf. also [17, Introduction] for a discussion in the
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context of dynamic fractional boundary conditions), that one can still obtain a local boundary

condition. We refer to Section 5 below for a discussion on this topic.

Let now G ⊂ R
N be a bounded domain with Lipschitz continuous boundary ∂G. Let

W1,2(G) :=
{
u ∈ L2(G) :

∫

G
|∇u|2 dx < ∞

}

be the classical �rst order Sobolev space. For s ∈ (0, 1), we denote by

Ws,2(G) :=
{
u ∈ L2(G) :

∫

G

∫

G

|u(x) − u(y)|2

|x − y|N+2s
dxdy < ∞

}

the fractional order Sobolev space endowed with the norm

‖u‖Ws,2(G) :=

(∫

G
|u|2dx +

∫

G

∫

G

|u(x) − u(y)|2

|x − y|N+2s
dxdy

) 1
2

.

Let 0 < s ≤ 1. By [8, Theorem 6.7], for all q satisfying

q ∈ [1, 2⋆] with 2⋆ :=
2N

N − 2s
if N > 2s and q ∈ [1,∞) if N = 2s,

the continuous embedding

Ws,2(G) →֒ Lq(G) (2.4)

holds. That is, there exists a constant C > 0 such that for every u ∈ Ws,2(G),

‖u‖Lq(G) ≤ C‖u‖Ws,2(G).

It also follows from (2.4) that for every q ∈ [1, 2⋆), the embedding Ws,2(G) →֒ Lq(G) is

compact (see e.g. [8, Section 7]).

If N < 2s, then one has the continuous embedding

Ws,2(G) →֒ C0,s−N
2 (G). (2.5)

We also letWs,2
0 (G) := D(G)

Ws,2(G)
, that is, the closure ofD(G) inWs,2(G).

Remark 2.2. We mention that in our situation since we shall consider 1/2 < s < 1, we have

that 2⋆ = 2N
N−2s forN ≥ 2 > 2s. IfN = 1, thenN = 1 < 2s and hence we have the embedding

(2.5).We also notice that, since we have assumed thatG has a Lipschitz continuous boundary,

then by [3] (see also [50, Theorem 4.8] for a more general version), Ws,2
0 (G) = Ws,2(G)

for every 0 < s ≤ 1/2. Finally we recall that Ws,2
0 (G) is not to be confused with the space

Ws,2
0 (G) = {u ∈ Ws,2(RN), u = 0 on R

N\G}. They coincide if 1
2 < s < 1 but they

are di�erent if s = 1/2. The latter is the right space to de�ne the fractional Laplacian with

Dirichlet boundary condition.

Next, let F ⊂ R
N be a Lipschitz hypersurface of dimensionN−1 and let σ be the restriction

to F of the (N − 1)-dimensional Hausdor� measureHN−1. We also introduce the fractional

order Sobolev space on F for 0 < s < 1 as the Banach space

Ws,2(F) =

{
u ∈ L2(F) :

∫

F

∫

F

|u(x) − u(y)|2

|x − y|N−1+2s
dσxdσy < ∞

}
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endowed with the norm given by

‖u‖Ws,2(F) :=

(∫

F
|u|2dσ +

∫

F

∫

F

|u(x) − u(y)|2

|x − y|N−1+2s
dσxdσy

) 1
2

.

By [6, Theorem 11.1], if 1/2 < s ≤ 1, then there exists a constant C > 0 such that for every

u ∈ Ws,2(G),

‖u‖Lr(∂G) ≤ C‖u‖Ws,2(G), (2.6)

for all r satisfying

r ∈ [1, 2⋆] with 2⋆ :=
2(N − 1)

N − 2s
if N > 2s and r ∈ [1,∞) if N = 2s.

In fact if F = ∂G for some open set G ⊂ R
N (hence G has a Lipschitz continuous boundary),

then one has the continuous embedding

Ws,2(G) →֒ Ws− 1
2 ,2(∂G) →֒ Lr(∂G). (2.7)

It also follows from (2.6) that for every r ∈ [1, 2⋆), the embedding Ws,2(G) →֒ Lr(∂G) is

compact.

Next, let �, �+, �− and 6 be as in Figure 1. Throughout the remainder of the paper for

a function u ∈ L2(�\6) we let u+ := u|�+ and u− := u|�− . Let 1/2 < β ≤ α < 1 and let

w be a �xed smooth function de�ned in 6. We de�ne the fractional order Sobolev space

W
(α,β),2(�\6) :=

{
u ∈ L2(�\6) : u− ∈ Wα,2(�−), u+ ∈ Wβ ,2(�+)

and u+ = wu− on 6
}
, (2.8)

and we endow it with the norm de�ned by

‖u‖2
W(α,β),2(�\6)

=

∫

�\6
|u|2dx +

∫

�−

∫

�−

|u−(x) − u−(y)|2

|x − y|N+2α
dxdy

+

∫

�+

∫

�+

|u+(x) − u+(y)|2

|x − y|N+2β
dxdy.

Remark 2.3. We notice that if 0 < β ≤ 1/2, then it follows from Remark 2.2 that

Wβ ,2(�+) = W
β ,2
0 (�+). Although the boundary trace of u+ does not exist in the case

β ∈ (0, 1/2] (see also [32, Section 4.1]), we can say that u+ = 0 (in the sense of capacity,

see [3, Corollary 2.8] or [50]) on 6 and according to (2.8) we must then have w = 0 on 6

(in the sense of capacity) unless 0 < α ≤ 1/2, in which case u− = 0 on 6 (in the sense of

capacity), as well. This is precisely the reason we have assumed 1/2 < β ≤ α < 1. Let us now

also de�ne the jump [u]6 of u across the interface6, [u]6 := u+|6 −u−|6 , provided that the
latter are well de�ned as traces. If one chooses α = β andw ≡ 1, our transmission conditions

in (1.10) become the familiar ones. Indeed, take w ≡ 1 in (2.8) and observe that one can

rewrite the boundary value problem (1.8)–(1.11), assuming of course f = f±, as follows:




∂tu + (−1)α� u + f (u) = 0 in J × �,

[u]6 = 0, Cα

[
N 2−2αu

]
6

+ bu = 0, on J × 6,

N 2−2αu = 0, on J × Ŵ.
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However, in general we have the following.

Proposition 2.4. Let w ∈ Wθ ,2 (6) with θ ≥ β − 1/2 such that θ + α − β > (N − 1) /2.

Then we have that wu− ∈ Wβ− 1
2 ,2(6) for every u− ∈ Wα− 1

2 ,2(6).

Proof. The claim follows from the application of Lemma F (see Appendix) with w1 := w,

w2 := u−, s1 := θ , s2 := α − 1/2 and s := β − 1/2.

Since we have assumed that N ≥ 2 and that 1 < 2β ≤ 2α < 2, and since both �+ and

�− have Lipschitz continuous boundary, it follows from (2.4) that for N ≥ 2 we have the

following continuous embeddings:

W
(α,β),2(�\6) →֒ L

2N
N−2α (�+) and W

(α,β),2(�\6) →֒ L
2N

N−2β (�−).

This implies the continuous embedding (since L
2N

N−2α (�+) →֒ L
2N

N−2β (�+))

W
(α,β),2(�\6) →֒ L

2N
N−2β (�\6). (2.9)

In addition, using (2.6) and (2.7), we have the following continuous embeddings:

W
(α,β),2(�\6) →֒ Wα,2(�+) →֒ Wα− 1

2 ,2(6) →֒ L
2(N−1)
N−2α (6) (2.10)

and

W
(α,β),2(�\6) →֒ Wβ ,2(�−) →֒ Wβ− 1

2 ,2(Ŵ ∪ 6) →֒ L
2(N−1)
N−2β (Ŵ ∪ 6). (2.11)

We notice the following result.

Lemma 2.5. We have that

‖u‖2∗ :=

∫

6

|u−|2dσ +

∫

�−

∫

�−

|u−(x) − u−(y)|2

|x − y|N+2α
dxdy

+

∫

�+

∫

�+

|u+(x) − u+(y)|2

|x − y|N+2β
dxdy, (2.12)

de�nes an equivalent norm onW
(α,β),2(�\6).

Proof. For u ∈ W
(α,β),2(�\6), we let g(u) :=

∫
6

|u−|2dσ . Now let u ∈ W
(α,β),2(�\6) and

assume that ‖u‖∗ = 0. Then u+ = C+ on �+ and u− = C− on �− for some constants C+

and C−. Since g(u) = ‖u‖2
L2(6)

= 0, we have that u− = 0 σ -a.e. on 6. It follows from the

uniqueness of the trace that C− = 0. Since u+ = wu− σ -a.e. on 6, we have that u+ = 0

σ -a.e. on 6 and this also implies that C+ = 0. Thus u = 0 a.e. on �\6. Now using (2.10)

and proceeding as the proof of [39, Theorem 1.1.15, p. 27] we get the claim.

For more information on fractional order Sobolev spaces we refer to [6, 8, 21, 30, 37, 50]

and their references.

2.2. The fractional normal derivative

In this (sub)section, we introduce the fractional normal derivative mentioned in the intro-

duction. We start with smooth open sets. Let G ⊂ R
N be a bounded open set of class C1,1
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with boundary ∂G. The following de�nition is taken from [22, De�nition 2.1] (see also [23,

De�nition 7.1] for the one-dimensional case).

De�nition 2.6. For u ∈ C1(G), z ∈ ∂G and 1/2 < s < 1, we de�ne the boundary operator

N 2−2s by

N
2−2su(z) = lim

t↓0

du(z + tEν(z))

dt
t2−2s, (2.13)

whenever the limit exists, where Eν(z) denotes the outer normal vector to G at the point z.

It is easy to see that if u ∈ C(G), then (2.13) is equivalent to

N
2−2su(z) = lim

t↓0

u(z + tEν(z)) − u(z)

t2s−1
,

so that if s = 1, it coincides with ∂νu, that is, the normal derivative of u in direction of the

outer normal vector Eν.
Next, let 1/2 < s < 1, ρ(x) := dist(x, ∂G), x ∈ G and de�ne the space

C2
2s(G) := {u : u(x) = f (x)(ρ(x))2s−1 + g(x), ∀ x ∈ G, for some f , g ∈ C2(G)},

and we always assume that u ∈ C2
2s(G) is de�ned on G by continuous extension.

The following fractional Green type formula for the regional fractional Laplace operator

has been obtained in [22, Theorem 3.3] (see also [50, Theorem 5.7] for a weak form and a

more general version). For t ≥ 0, we set t ∨ 1 := max {1, t} and t ∧ 1 := min {1, t}.

Theorem 2.7. Let 1/2 < s < 1. Then, for every u ∈ C2
2s(G) and v ∈ Ws,2(G), we have

∫

G
v(−1)sGu dx =

CN,s

2

∫

G

∫

G

(u(x) − u(y))(v(x) − v(y))

|x − y|N+2s
dxdy − Cs

∫

∂G
vN 2−2sudσ ,

where Cs is an explicit constant depending only on s and is given by

Cs :=
C1,s

2s(2s − 1)

∫ ∞

0

|t − 1|1−2s − (t ∨ 1)1−2s

t2−2s
dt. (2.14)

We adopt the following de�nition.

De�nition 2.8. For 1/2 < s < 1 and u ∈ C2
2s(G), we call CsN

2−2su the strong fractional

normal derivative of u in direction of the outer normal vector.

Next, we introduce a weak formulation on non-smooth domains of a fractional normal

derivative.

De�nition 2.9. Let G ⊂ R
N be a bounded open set with Lipschitz continuous boundary ∂G

and 1/2 < s < 1.

(a) Let u ∈ Ws,2(G). We say that (−1)sGu ∈ L2(G) if there exists f ∈ L2(G) such that

CN,s

2

∫

G

∫

G

(v(x) − v(y))(u(x) − u(y))

|x − y|N+2s
dxdy =

∫

G
fvdx

for all v ∈ D(G). In that case we write (−1)sGu = f .
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(b) Let u ∈ Ws,2(G) such that (−1)sGu ∈ L2(G). We say that u has a weak fractional normal

derivative in L2(∂G) if there exists g ∈ L2(∂G) such that
∫

G
v(−1)sGu dx =

CN,s

2

∫

G

∫

G

(v(x) − v(y))(u(x) − u(y))

|x − y|N+2s
dxdy −

∫

∂G
gvdσ (2.15)

for all v ∈ Ws,2(G) ∩ C(G). In that case, g is uniquely determined by (2.15), we write

CsN
2−2su = g and call g the weak fractional normal derivative of u.

Remark 2.10. It follows from De�nition 2.9 that the Green’s type formula
∫

G
v(−1)sGu dx =

CN,s

2

∫

G

∫

G

(v(x) − v(y))(u(x) − u(y))

|x − y|N+2s
dxdy

−Cs

∫

∂G
vN 2−2sudσ , (2.16)

holds for all v ∈ Ws,2(G) whenever u ∈ Ws,2(G), (−1)sGu ∈ L2(G) and N 2−2su exists in

L2(∂G).

We also notice that if G is a bounded open set of class C1,1, then on C2
2s(G), weak and

strong fractional normal derivatives coincide. Moreover by [22, 51], we have that for every

u ∈ C2
2s(G), N 2−2su ∈ L∞(∂G) and (−1)sGu ∈ Lp(G) for every p ∈ [1,∞). In fact the

weak fractional normal derivative, of a function u satisfying u ∈ Ws,2(G), (−1)sGu ∈ L2(G)

andN 2−2su exists in L2(∂G), is obtained by approximating such a function by a sequence of

functions in C2
2s(G) where the strong fractional normal derivative exists, and then pass to the

limit. For more details on this topic we refer to [51].

2.3. The linear parabolic problem

Let�,�+,�− and6 be as above (see Figure 1) and let b ∈ L∞(6) be a nonnegative function.

Recall that 1/2 < β ≤ α < 1. We de�ne the bilinear symmetric form Eα,β with domain

D(Eα,β) := W
(α,β),2(�\6) by

Eα,β(u, v) =
CN,α

2

∫

�−

∫

�−

(u−(x) − u−(y))(v−(x) − v−(y))

|x − y|N+2α
dxdy

+
CN,β

2

∫

�+

∫

�+

(u+(x)−u+(y))(v+(x)−v+(y))

|x − y|N+2β
dxdy+

∫

6

bu−v−dσ . (2.17)

We have the following result.

Proposition 2.11. The form Eα,β is a Dirichlet form on L2(�\6) and D(Eα,β) is dense in

L2(�\6).

Proof. First we claim that Eα,β is closed. Indeed, let {un}n∈N ⊂ D(Eα,β) be such that

lim
n,m→∞

(
Eα,β(un − um, un − um) + ‖un − um‖2L2(�\6)

)
= 0. (2.18)

It follows from (2.18) that {un−}n∈N := {un|�−}n∈N is a Cauchy sequence in Wα,2(�−).

Hence, there exists a u− ∈ Wα,2(�−) such that un− converges strongly to u− inWα,2(�−).
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Since Wα,2(�−) →֒ L2(6), we also have that un−|6 converges strongly to u−|6 in L2(6)

and hence σ -a.e. a�er a sub-sequence if necessary. Similarly, we have that {un+}n∈N :=
{un|�+}n∈N is a Cauchy sequence inWβ ,2(�+). Then there exists a u+ ∈ Wβ ,2(�−) such that

un+ converges strongly to u+ in Wβ ,2(�+). We also have that un+|6 converges strongly to

u+|6 in L2(6) and σ -a.e. a�er a sub-sequence if necessary. Since by hypothesis un+ = wun−
σ -a.e. on 6 for every n ∈ N, it follows from the above convergences that u+ = wu− σ -a.e.

on 6. De�ne u on �\6 such that u := u+ on �+ and u := u− on �−. Then u ∈ D(Eα,β)

and a simple calculation shows that limn→∞ Eα,β(un −u, un −u) = 0. This proves the claim.

Next, we claim that Eα,β is Markovian. Indeed, let 0 ≤ u ∈ D(Eα,β). Then proceeding as

in [50, Lemma 2.7] we get that u ∧ 1 ∈ D(Eα,β) and Eα,β(u ∧ 1, u ∧ 1) ≤ Eα,β(u, u). By [13,

p.5], this implies that Eα,β is Markovian. We have shown that Eα,β is a Dirichlet form. Since

D(�\6) ⊂ D(Eα,β) and is dense in L2(�\6), we have thatD(Eα,β) is dense in L2(�\6) and

the proof is �nished.

Let Aα,β be the self-adjoint operator on L2(�\6) associated with Eα,β in the sense that



D(Aα,β) :=

{
u ∈ D(Eα,β), ∃ f ∈ L2(�\6), Eα,β(u, v) = (f , v)L2(�\6) ∀ v ∈ D(Eα,β)

}

Aα,βu = f .

(2.19)

We have the following characterization of the operator Aα,β .

Proposition 2.12. The operator Aα,β is given by

D(Aα,β) =
{
u ∈ W

(α,β),2(�\6), (−1)α�−
u− ∈ L2(�−), (−1)

β
�+

u+ ∈ L2(�+),

N
2−2αu− = 0 on Ŵ, Nw(u+, u−) + bu− = 0 on 6

}
(2.20)

and, for u ∈ D
(
Aα,β

)
, we have that

Aα,βu = (−1)
β
�+

u+ on �+, and Aα,βu = (−1)α�−
u− on �−. (2.21)

In addition, Aα,β has a compact resolvent, and hence, has a discrete spectrum. The spectrum of

Aα,β is an increasing nonnegative sequence of real numbers {λk}k∈N such that λk → ∞. If b

satis�es

b(x) ≥ b0 > 0 on 6, (2.22)

then λ1 > 0. If b = 0 σ -a.e. on 6, then λ1 = 0.

Proof. Let D be given by the right hand side of (2.19) and D(Aα,β) the right hand

side of (2.20). Let u ∈ D(Aα,β) and then set f− := (−1)α�−
u− in �−, and f+ :=

(−1)
β
�+

u+ in �+. Then by hypothesis we have that f ∈ L2(�\6), N 2−2αu− exists on

Ŵ ∪ 6 and N 2−2βu+ exists on 6. Let v ∈ W
(α,β),2(�\6). Then using the integration by

parts formula (2.16) and the fact that the outer normal vectors to �+ and �− at 6 have

opposite sign, we get that
∫

�\6
fvdx =

∫

�+

f+v+dx +

∫

�−

f−v−dx =

∫

�+

v+(−1)
β
�+

u+dx +

∫

�−

v(−1)α�−
u−dx
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=
CN,β

2

∫

�+

∫

�+

(u+(x) − u+(y))(v+(x) − v+(y))

|x − y|N+2β
dxdy − Cβ

∫

6

v+N
2−2βu+dσ

+
CN,α

2

∫

�−

∫

�−

(u−(x) − u−(y))(v−(x) − v−(y))

|x − y|N+2α
dxdy

+Cα

∫

6

v−N
2−2αu−dσ − Cα

∫

Ŵ

v−N
2−2αu−dσ . (2.23)

Since v+ = wv− andN 2−2αu− = 0 on Ŵ, it follows from (2.23) that
∫

�\6
fvdx =

CN,β

2

∫

�+

∫

�+

(u+(x) − u+(y))(v+(x) − v+(y))

|x − y|N+2β
dxdy

+
CN,α

2

∫

�−

∫

�−

(u−(x) − u−(y))(v−(x) − v−(y))

|x − y|N+2α
dxdy

−

∫

6

(
CβwN

2−2βu+ − CαN
2−2αu−

)
v−dσ . (2.24)

Finally using CβwN
2−2βu+ − CαN

2−2αu− = −bu− on 6, we get from (2.24) that
∫

�\6
fvdx =

CN,β

2

∫

�+

∫

�+

(u+(x) − u+(y))(v+(x) − v+(y))

|x − y|N+2β
dxdy

+
CN,α

2

∫

�−

∫

�−

(u−(x) − u−(y))(v−(x) − v−(y))

|x − y|N+2α
dxdy

+

∫

6

bu−v−dσ = Eα,β(u, v).

Hence, u ∈ D and Aα,βu = f . We have shown that D(Aα,β) ⊂ D.

Conversely, let u ∈ D. Then by de�nition, there exists a f ∈ L2(�\6) such that the equality
∫

�\6
fvdx =

CN,β

2

∫

�+

∫

�+

(u+(x) − u+(y))(v+(x) − v+(y))

|x − y|N+2β
dxdy

+
CN,α

2

∫

�−

∫

�−

(u−(x) − u−(y))(v−(x) − v−(y))

|x − y|N+2α
dxdy

+

∫

6

bu−v−dσ (2.25)

holds for every v ∈ D(Eα,β). In particular we deduce from (2.25) that for every v ∈ D(�+) ⊂
D(Eα,β),

∫

�+

f+v+dx =
CN,β

2

∫

�+

∫

�+

(u+(x) − u+(y))(v+(x) − v+(y))

|x − y|N+2β
dxdy.

By De�nition 2.9-(a), the preceding identity implies that (−1)
β
�+

u+ ∈ L2(�+) and

(−1)
β
�+

u+ = f+ on �+. Similarly, it follows from (2.25) that for every v ∈ D(�−) ⊂
D(Eα,β),

∫

�−

f−v−dx =
CN,α

2

∫

�−

∫

�−

(u−(x) − u−(y))(v−(x) − v−(y))

|x − y|N+2α
dxdy.



592 C. G. GAL ANDM. WARMA

Once again by De�nition 2.9-(a), this also implies that (−1)α�−
u− ∈ L2(�−) and

(−1)α�−
u− = f− on �−. Next, by De�nition 2.9-(b), we also get from (2.25) that

N 2−2αu− = 0 on Ŵ and∫

6

(
Cβv+N

2−2βu+ − Cαv−N
2−2αu− + bu−v−

)
dσ = 0 (2.26)

for every v ∈ D(Eα,β). Since v+ = wv−, it follows from (2.26) that
∫

6

(
CβwN

2−2βu+ − CαN
2−2αu− + bu−

)
v−dσ =

∫

6

(
Nw(u+, u−) + bu−

)
v−dσ = 0,

for every v ∈ D(Eα,β). This implies thatNw(u+, u−) + bu− = 0 on 6. We have shown that

u ∈ D(Aα,β) and Aα,βu is given by (2.21).

Finally, (2.9) implies that the embedding D(Eα,β) →֒ L2(�\6) is compact and this shows

that the operator Aα,β has a compact resolvent. Since Aα,β is a positive self-adjoint operator

with compact resolvent, then it has a discrete spectrum formed of eigenvalues satisfying

0 ≤ λ1 ≤ λ2 ≤ · · · ≤ λk ≤ · · · and lim
k→∞

λk = +∞.

If b satis�es (2.22), then it follows from (2.12) that (Eα,β(u, u))1/2 de�nes an equivalent norm

on D(Eα,β) and this implies that λ1 > 0. Finally, if b = 0, then the constant function 1 ∈
D(Aα,β) and Aα,β1 = 0. Hence, λ1 = 0. The proof of the proposition is �nished.

De�nition 2.13. Let X be a locally compact metric space and m a Radon measure on X. Let

(T(t))t≥0 be a strongly continuous semigroup on L2(X,m).

(a) We say that the semigroup is positive preserving if

T(t)u ≥ 0, for all t ≥ 0 whenever u ∈ L2(X,m), u ≥ 0 a.e.

(b) We say that the semigroup is L∞-contractive if

‖T(t)u‖L∞(X,m) ≤ ‖u‖L∞(X,m), for all u ∈ L∞(X,m) ∩ L2(X,m) and t ≥ 0.

A positive preserving and L∞-contractive semigroup is called submarkovian.

We have the following result of generation of semigroup. We note that by u ≥ 0 a.e. on

�\6, we mean that u+ ≥ 0 (a.e.) on �+ and u− ≥ 0 (a.e.) on �−.

Proposition 2.14. Let Aα,β be the self-adjoint operator on L2(�\6) de�ned in (2.20) and

(2.21). Then −Aα,β generates a strongly continuous submarkovian semigroup (e−tAα,β )t≥0 on

L2(�\6) which is also compact.

Proof. We have shown in Proposition 2.11 that Eα,β is a Dirichlet form on L2(�\6) and that

D(Eα,β) is dense in L2(�\6). Hence, by [13, Theorem 1.4.1], −Aα,β generates a strongly

continuous semigroup (e−tAα,β )t≥0 on L2(�\6) which is L∞-contractive. Next, let u ∈
D(Eα,β). Then proceeding as in [50, Lemma 2.6] we get that u+ := u ∨ 0, u− := 0 ∧ (−u) ∈
D(Eα,β) and a simple calculation gives

Eα,β(u+, u−) = −
CN,β

2

∫

�+

∫

�+

u+
+(x)u−

+(y) + u+
+(y)u−

+(x)

|x − y|N+2β
dxdy

−
CN,α

2

∫

�−

∫

�−

u+
−(x)u−

−(y) + u+
−(y)u−

−(x)

|x − y|N+2α
dxdy ≤ 0.
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Hence by [7, Theorem 1.3.2], the semigroup is also positive preserving. Since Aα,β has a

compact resolvent, it follows that the semigroup is also compact. The proof is �nished.

Remark 2.15. Since the semigroup (e−tAα,β )t≥0 is submarkovian, it follows from [7, Theo-

rem 1.4.1] that it can then be extended to contraction semigroups Sα,β ,p (t) := e−tAα,β ,p on

Lp(�\6) for every p ∈ [1,∞], and each semigroup is strongly continuous if p ∈ [1,∞) and

bounded analytic if p ∈ (1,∞). Denote byAα,β ,p the generator of the semigroup on Lp(�\6)

so that Aα,β ,2 = Aα,β . The semigroups are also consistent in the sense that for all t ≥ 0,

e−tAα,β ,p f = e−tAα,β ,q f if f ∈ Lp(�\6) ∩ Lq(�\6).

They are self-adjoint in the sense that if 1 ≤ p < ∞ and 1
p + 1

q = 1, then for all t ≥ 0,

(
e−tAα,β ,p

)⋆
= e−tAα,β ,q and A⋆

α,β ,p = Aα,β ,q.

The operator Aα,β ,∞ is de�ned as
(
λ + Aα,β ,∞

)−1
=
[(

λ + Aα,β ,1

)−1]⋆

for all λ > 0 and notice that its domain is not dense in L∞(�\6). Since Lp (�\6) ⊆
L1 (�\6) and Sα,β ,p (t) ⊆ Sα,β ,1 (t) for all p ∈ [1,∞], we can drop the index p and merely

write Sα,β for the semigroup for the sake of notational simplicity.

Next, we give and prove some crucial ultracontractivity estimates for the semigroup.

Theorem 2.16. The semigroup (e−tAα,β )t≥0 is ultracontractive in the sense that it maps

L2(�\6) into L∞(�\6). More precisely we have the following.

(a) If b satis�es (2.22), then for every 1 ≤ q ≤ p ≤ ∞, there exists a constant C > 0 such that

for every f ∈ Lq(�\6) and t > 0,

‖e−tAα,β f ‖Lp(�\6) ≤ Ce
−λ1

(
1
q− 1

p

)
t
t
− N

2β

(
1
q− 1

p

)

‖f ‖Lq(�\6), (2.27)

where we recall that λ1 > 0 is the �rst eigenvalue of Aα,β .

(b) If b = 0, then there exists a constant C > 0 such that for every f ∈ Lq(�\6) and t > 0,

‖e−tAα,β f ‖Lp(�\6) ≤ C(t ∧ 1)
− N

2β

(
1
q− 1

p

)

‖f ‖Lq(�\6). (2.28)

In addition, we have that each semigroup on Lp(�\6) is compact for every p ∈ [1,∞]
and if uk is an eigenfunction of Aα,β associated with the eigenvalue λk, then uk ∈ D

(
Aα,β

)
∩

L∞(�\6).

Proof. Recall that there exist consistent semigroups of contractions on Lp(�\6), p ∈ [1,∞],
that is,

‖e−tAα,β ‖L(Lp(�\6)) ≤ 1, for all t ≥ 0. (2.29)

Since the semigroup is also analytic on L2(�\6), we have that e−tAα,β ϕ ∈ D(Aα,β) ⊂
W

(α,β),2(�\6) for every ϕ ∈ L2(�\6) and t > 0. Moreover, there exists a constant C > 0

such that for every ϕ ∈ L2(�\6) and t > 0,

‖Aα,βe
−tAα,β ϕ‖L2(�\6) ≤

C

t
‖ϕ‖L2(�\6). (2.30)
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Recall that

2⋆ :=
2N

N − 2β
=

2µ

µ − 2
, µ :=

N

β
.

(a) If b satis�es (2.22), then it follows from (2.9) and (2.12) that there exists a constant

C > 0 such that for every u ∈ D(Eα,β),

‖u‖2
L2

⋆
(�\6)

≤ CEα,β(u, u). (2.31)

Using (2.29), (2.30) and (2.31) with u = e−tAα,β ϕ, t > 0, we get that there exists a constant

C > 0 such that

‖e−tAα,β ϕ‖2
L2

⋆
(�\6)

≤ CEα,β(e−tAα,β ϕ, e−tAα,β ϕ)

= C
(
Aα,βe

−tAα,β ϕ, e−tAα,β ϕ
)
L2(�\6)

≤ C‖Aα,βe
−tAα,β ϕ‖L2(�\6)‖ϕ‖L2(�\6)

≤
C

t
‖ϕ‖2L2(�\6)

for all t > 0 and ϕ ∈ L2(�\6). Therefore, e−tAα,β maps L2(�\6) into L2
⋆
(�\6) with

‖e−tAα,β ‖
L(L2(�\6),L2

⋆
(�\6)) ≤ Ct−

1
2 . (2.32)

We claim that the estimate (2.32) extrapolates and gives the following estimate

‖e−tAα,β ‖L(L1(�\6),L∞(�\6)) ≤ Ct
− N

2β (2.33)

uniformly for all t > 0, for some constant C > 0. We proceed as in the proof of [43,

Lemma 6.1]. By the Riesz-Thorin interpolation theorem [7, Section 1.1.5], we get from (2.32)

that for every p ∈ [2,∞) and t > 0,

‖e−tAα,β ‖
L(Lp(�\6),L

2⋆p
2 (�\6))

≤ C
2
p t

− 1
p . (2.34)

Let tk :=
2⋆−1
2⋆ (2⋆)−k and pk := 2

(
2⋆

2

)k
for k ≥ 0. Then

∞∑

k=0

tk = 1 and

∞∑

k=0

1

pk
=

2⋆

2(2⋆ − 2)
=

N

4β
.

Applying the estimate (2.34) with p = pk yields

‖e−tAα,β ‖L(L2(�\6),L∞(�\6)) ≤

∞∏

k=0

‖e−tkAα,β ‖
L(Lpk (�\6),Lpk+1 (�\6))

≤

∞∏

k=0

C
2
pk t

− 1
pk t

− 1
pk

k = Ct
− N

4β . (2.35)

By duality, we deduce from (2.35) that

‖e−tAα,β ‖L(L1(�\6),L2(�\6)) ≤ Ct
− N

4β . (2.36)
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Combining (2.35) and (2.36) we get (2.33) and the claim is proved. Next, proceeding as in [43,

Lemma 6.5] by using the estimate

‖e−tAα,β ‖L(L2(�\6)) ≤ Ce−λ1t , for some C > 0, ∀ t ≥ 0,

we observe that (2.33) improves to

‖e−tAα,β ‖L(L1(�\6),L∞(�\6)) ≤ Ct
− N

2β e−λ1t .

Next, let 1
q = τ

1 + 1−τ
∞ , i.e., τ = 1

q . By the Riesz–Thorin interpolation theorem we infer

‖e−tAα,β ‖L(Lq(�\6),L∞(�\6)) ≤ ‖e−tAα,β ‖τ
L(L1(�\6),L∞(�\6))

‖e−tAα,β ‖1−τ
L(L∞(�\6))

≤ C
1
q t

− N
2β

1
q e

−
λ1
q t
. (2.37)

Finally, let 1
p = η

q + 1−η
∞ , i.e., η =

q
p . It follows from the Riesz–Thorin interpolation theorem

and (2.37) that

‖e−tAα,β ‖L(Lq(�\6),Lp(�\6)) ≤ ‖e−tAα,β ‖
η

L(Lq(�\6))
‖e−tAα,β ‖

1−η

L(Lq(�\6),L∞(�\6))

≤

(
C

1
q t

− N
2β

1
q e

−
λ1
q t

(1 + t)
N
2β

1
q

)1−
q
p

= C
1
q− 1

p t
− N

2β ( 1q− 1
p )
e
−λ1(

1
q− 1

p )t
,

and we have shown (2.27).

(b) If b = 0, then there exists a constant C > 0 such that for every u ∈ D(Eα,β),

‖u‖2
L2

⋆
(�\6)

≤ C
(
Eα,β(u, u) + ‖u‖2L2(�\6)

)
.

The proof of (2.28) follows the lines of the proof of part (a).

Next, recall that the semigroup (e−tAα,β )t≥0 is compact on L2(�\6). Since � is bounded,

the latter property together with the ultracontractivity estimates imply that the semigroup on

Lp(�\6) is compact for every p ∈ [1,∞] (see, e.g [7, Theorem 1.6.4]). Finally let uk be an

eigenfunction associated with λk. Then by de�nition, uk ∈ D
(
Aα,β

)
. Since the semigroup

(e−tAα,β )t≥0 is ultracontractive and |�\6| = |�| < ∞, it follows from [7, Theorem 2.1.4]

that uk ∈ L∞(�\6). This completes the proof of the theorem.

Clearly, Sα,β (t) := e−tAα,β de�nes a bounded (linear) operator from Lq(�\6) into

Lp(�\6) for 1 ≤ q ≤ p ≤ ∞. For the sake of brevity, in what follows we may write (and

de�ne) its operator norm

‖Sα,β (t) ‖p,q := sup
‖f‖Lq(�\6)

≤1

(
‖Sα,β (t) f ‖Lp(�\6)

)
.

Of course, we have
∥∥Sα,β (t) f

∥∥
Lp(�\6)

≤ ‖Sα,β (t) ‖p,q‖f ‖Lq(�\6),

for all t > 0 and f ∈ Lq(�\6), and

‖Sα,β (t) ‖p,q ≤ C(t ∧ 1)
− N

2β

(
1
q− 1

p

)

, (2.38)

in all cases b ≥ 0 (see Theorem 2.16).
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Next we give an important embedding result.

Lemma 2.17. Let p ∈ (1,∞). Then D(Aθ
α,β ,p) embeds continuously into L∞ (�\6) provided

that θ ∈ (0, 1] is a real number such that θ > N/
(
2βp

)
.

Proof. The proof is analogous to the proof of [15, Theorem 2.5, (d)] and follows in light of the

ultracontractivity estimates for Sα,β (t), when it acts as a bounded operator from Lp (�\6)

into L∞ (�\6).

We conclude this (sub)section by giving a more precise characterization of Aα,β ,p at least

for p ≥ 2.

Proposition 2.18. Let p ∈ [2,∞). Then

D(Aα,β ,p) =
{
u ∈ D(Eα,β) ∩ Lp(�\6), (−1)α�−

u− ∈ Lp(�−), (−1)
β
�+

u+ ∈ Lp(�+),

N
2−2αu− = 0 on Ŵ, Nw(u+, u−) + bu− = 0 on 6

}
(2.39)

and, for u ∈ D
(
Aα,β ,p

)
,

Aα,β ,pu = (−1)
β
�+

u+ on �+, and Aα,β ,pu = (−1)α�−
u− on �−. (2.40)

Proof. Let p ≥ 2. Recall that Lp(�\6) →֒ Lq(�\6) for all 1 ≤ q ≤ p ≤ ∞. It follows

from the untracontractivity of the semigroup on L2(�\6) (Theorem 2.16) that Lp(�\6)

is invariant under the operator e−tAα,β for every t > 0. Thus Aα,β ,p is the part of Aα,β in

Lp(�\6). Hence Aα,β ,p is given by (2.39) and (2.40).

Remark 2.19. We mention that if 1 ≤ p < 2, then a characterization of Aα,β ,p as the one

given in (2.39) and (2.40) is not an easy task even if one assumes that �\6 is a smooth open

set. This is in part due to the fact that �ne elliptic regularity for the regional fractional Laplace

operator with fractional Neumann boundary conditions is not yet available in the literature,

and is generally di�cult to establish. But a partial characterization of Aα,β ,p for 1 ≤ p < 2

can be obtained from the general case of operators generated by Dirichlet forms contained in

[43, Theorem 3.9].

2.4. The linear elliptic problem

Let �, �+, �−, 6 be as in Figure 1 and 1/2 < β ≤ α < 1. In this (sub)section, we consider

the following elliptic boundary value problem




(−1)
β
�+

u+ = f+ in �+,

(−1)α�−
u− = f− in �−,

N 2−2αu− = 0 on Ŵ,

u+ = wu− on 6,

Nw(u+, u−) + bu− = 0 on 6.

(2.41)
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Here, we only assume f± = f± (x) and let w, b be the same as in the previous (sub)sections.

De�nition 2.20. A function u ∈ W
(α,β),2(�\6) is said to be a weak solution of (2.41) if the

equality

Eα,β(u, v) = 〈f+, v+〉β ,+ + 〈f−, v−〉α,−, (2.42)

holds for every v ∈ W
(α,β),2(�\6), where 〈·, ·〉β ,+ (resp. 〈·, ·〉α,−) denotes the duality between

Wβ ,2(�+) and (Wβ ,2(�+))⋆ (resp.Wα,2(�−) and (Wα,2(�−))⋆).

We have the following result of existence of weak solutions.

Proposition 2.21. The following assertions hold.

(a) Let b satisfy (2.22). Then for every f+ ∈ (Wβ ,2(�+))⋆) and f− ∈ (Wα,2(�−))⋆, there exists

a unique weak solution u of (2.41). Moreover, there exists a constant C > 0 such that

‖u‖W(α,β),2(�\6) ≤ C
(
‖f+‖(Wβ ,2(�+))⋆ + ‖f−‖(Wα,2(�−))⋆

)
. (2.43)

(b) Let b = 0 a.e. on 6. Then for every f+ ∈ (Wβ ,2(�+))⋆) and f− ∈ (Wα,2(�−))⋆ satisfying

〈f+, 1〉β ,+ + 〈f−, 1〉α,− = 0, (2.44)

there exists a weak solution u of (2.41). Moreover, there exists a constant C > 0 such that

‖u − u+‖W(α,β),2(�\6) ≤ C
(
‖f+‖(Wβ ,2(�+))⋆ + ‖f−‖(Wα,2(�−))⋆

)
, (2.45)

where u+ := 1
σ(6)

∫
6
u+dσ .

Proof.

(a) Assume that b satis�es (2.22). It follows from the embeddings (2.10) and (2.11) that

(Wα,2(�−))⋆ →֒ (W(α,β),2(�\6))⋆ and (Wβ ,2(�+))⋆ →֒ (W(α,β),2(�\6))⋆. Thus it is clear

that the right hand side of (2.42) de�nes a continuous linear functional on W
(α,β),2(�\6).

Moreover we have shown that the bilinear form Eα,β is continuous and elliptic. Then Eα,β

is continuous, elliptic and coercive (by using (2.12)). Hence, by the Lax–Milgram lemma,

for every f+ ∈ (Wβ ,2(�+))⋆) and f− ∈ (Wα,2(�−))⋆, the system (2.41) has a unique weak

solution u ∈ W
(α,β),2(�\6). Taking v = u as a test function in (2.42), the estimate (2.43)

follows from the fact that there exists a constant C > 0 such that

C‖u‖2
W(α,β),2(�\6)

≤ Eα,β(u, u) ≤
(
‖f+‖(Wβ ,2(�+))⋆ + ‖f−‖(Wα,2(�−))⋆

)
‖u‖W(α,β),2(�\6).

(b) Assume b = 0 a.e. on6. Then taking v = 1 as a test function in (2.42) we have that (2.44)

is a necessary condition for the existence of weak solutions. Let

W
(α,β),2,0(�\6) := {u ∈ W

(α,β),2(�\6) : u+ = 0},

and de�ne the bilinear form Eα,β ,0 with domain D(Eα,β ,0) := W
(α,β),2,0(�\6) and given by

Eα,β ,0(u, v) = Eα,β(u, v). (2.46)

Then Eα,β ,0 is a closed, continuous and coercive form and the right hand side of (2.42)

de�nes a continuous functional on W
(α,β),2,0(�\6). Hence for every f+ ∈ (Wβ ,2(�+))⋆)

and f− ∈ (Wα,2(�−))⋆ satisfying (2.44), the system (2.41) has a unique weak solution
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u0 ∈ W(α,β),2,0(�\6). Let u0 = u − u+ ∈ W
(α,β),2,0(�\6) for some u ∈ W

(α,β),2(�\6),

and notice that Eα,β(u− u+, v) = Eα,β(u, v) for every v ∈ W
(α,β),2(�\6). Moreover, there is

a constant C > 0 such that

‖u − u+‖2
W(α,β),2(�\6)

≤ CEα,β(u − u+, u − u+).

Thus taking v = u − u+ as a test function in (2.42) we get the estimate (2.45) and the proof

is �nished.

The following theorem is themain result of this (sub)section. The �rst two statements yield

optimal conditions for the existence of bounded solutions while the last one is an interior

Hölder continuity result.

Theorem 2.22. Let f+ ∈ Lq(�+) and f− ∈ Lq(�−) for some q > 1 and let u be a weak solution

of the system (2.41). Then the following assertions hold.

(a) If q > N
2β and b satis�es (2.22), then u ∈ L∞(�\6) and there exists a constant C > 0 such

that

‖u‖L∞(�\6) ≤ C
(
‖f+‖Lq(�+) + ‖f−‖Lq(�−)

)
. (2.47)

(b) If q > N
2β , b = 0 a.e. on 6 and

∫

�+

f+dx +

∫

�−

f−dx = 0, (2.48)

then u ∈ L∞(�\6) and there exists a constant C > 0 such that

‖u − u+‖L∞(�\6) ≤ C
(
‖f+‖Lq(�+) + ‖f−‖Lq(�−)

)
. (2.49)

(c) If q = ∞ and b satis�es (2.22), or b = 0 and f+, f− satisfy (2.48), then for any su�ciently

small ξ > 0, there exists a constant C > 0 depending only N,α,β and ξ such that

‖u+‖C0,2β ((�+)ξ ) + ‖u−‖C0,2α((�−)ξ ) ≤ C
(
‖f ‖L∞(�\6) + ‖u‖L∞(�\6)

)
, (2.50)

where (�+)ξ := {x ∈ �+ : dist(x, ∂�+)>ξ} and (�−)ξ := {x ∈ �− : dist(x, ∂�−)>ξ}.

Proof.

(a) Assume q > N
2β and that b satis�es (2.22). Then by Proposition 2.12 the operator Aα,β

is invertible and the solution u is given by u = A−1
α,β f . Using the ultracontractivity estimate

(2.27) with p = ∞ and the fact that the operator resolvent A−1
α,β is the Laplace transform of

the semigroup, we get that there exists a constant C > 0 such that for a.e. x ∈ �\6,

|u(x)| = |A−1
α,β f (x)| ≤

∫ ∞

0
|e−tAα,β f (x)| dt

≤ C

∫ ∞

0
e
−

λ1
q t
t
− N

2βq dt‖f ‖Lq(�\6)

≤ C

(∫ ∞

1
e
−

λ1
q t
t
− N

2βq dt +

∫ 1

0
e
−

λ1
q t
t
− N

2βq dt

)
‖f ‖Lq(�\6). (2.51)

The �rst integral in the right hand side of (2.51) is always �nite. Since q > N
2β , we have that

the second integral is also �nite. Hence, (2.47) follows from (2.51).
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(b) Assume q > N
2β and that b = 0. Proceeding as in part (a) and the proof of

Proposition 2.21(b) we get the estimate (2.49).

(c) Now assume that q = ∞. Then by part (a) if b satis�es (2.22), and by part (b) if b = 0, the

system (2.41) has a weak solution u ∈ W
(α,β),2(�\6) ∩ L∞(�\6). De�ne the functions

ũ+ =




u+ in �+

0 in R
N\�+

and ũ− =




u− in �−

0 in R
N\�−.

Note that ũ+ ∈ L∞(RN) →֒ L1
β(RN) and ũ− ∈ L∞(RN) →֒ L1

α(RN). Moreover, using (2.3)

we have that

(−1)β ũ+ = f+ + V�+(x)u+ and (−1)αũ− = f− + V�−(x)u−,

where V�+(x) and V�−(x) denotes the potential given by (2.2). It follows from [41,

Lemma 3.2] that for ξ > 0 su�ciently small, there exists a constant C > 0 depending

on N,β and ξ such that

‖u+‖C0,2β ((�+)ξ ) ≤ C‖̃u+‖L∞(RN) + ‖f+ + V�+u+‖L∞((�+) ξ
2
)

≤ C
(
‖u+‖L∞(�+) + ‖f+‖L∞(�+)

)
. (2.52)

Similarly, we obtain

‖u−‖C0,2α((�−)ξ ) ≤ C
(
‖u−‖L∞(�−) + ‖f−‖L∞(�−)

)
. (2.53)

Combining (2.52) and (2.53) we arrive at estimate (2.50) and the proof is �nished.

3. Well-posedness of mild solutions

In the present section, we rely on the crucial results of Section 2 (in particular, those of

Theorem 2.16) to developwell-posedness results in the same spirit of [44] where second order

elliptic operators in divergence form have been considered. To this end, we need to introduce

some further notations and basic de�nitions. Let T > 0 be �xed but otherwise arbitrary,

p ∈ [1,∞] and δ ∈ [0,∞). We begin with de�ning the Banach space

Ep,δ,T :=
{
u : (�\6) × (0,T] → R measurable, u (·, t) ∈ Lp (�\6) for a.e t ∈ (0,T],

‖u‖Ep,δ,T = |||u|||p,δ,T := sup
t∈(0,T]

(t ∧ 1)δ ‖u (·, t)‖Lp(�\6) < ∞
}
.

As in the previous section, by u ∈ Lp (�\6), we understand that u|�+ = u+ ∈ Lp (�+) and

u|�− = u− ∈ Lp (�−). The same principle is applied to other functions de�ned over �\6.

We also introduce the Banach space

Lp1,p2,T :=
{
u : (�\6) × (0,T] → R measurable such that

‖u‖Lp1,p2,T = ‖u‖p1,p2,T := sup
t1,t2∈[0,T],0≤t2−t1≤1

(∫ t2

t1

‖u‖
p2
Lp1 (�\6)

dτ

) 1
p2

< ∞
}
,

for p1, p2 ∈ [1,∞), with the obvious modi�cations when p1 = p2 = ∞.
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We can cast the semilinear parabolic system (1.8)–(1.12) into functional form by de�ning

the function

F (u) :=





−f+ (u+) on �+

−f− (u−) on �−.

In this case, for u ∈ D
(
Aα,β

)
we can conveniently rewrite the system (1.8)–(1.12) as follows:

∂tu + Aα,βu = F (u) in (�\6) × (0,T], u (·, 0) = u0 in �\6. (3.1)

Our main goal in this section is to state su�ciently general conditions on F (and therefore on

the nonlinear functions f±) for which we can infer the existence of properly-de�ned solutions

for (3.1). Once again, let T ∈ (0,∞) and denote by I a time interval of the form [0,T], [0,T)

or [0,∞).

De�nition 3.1. By a mild solution of (3.1) on the interval I, we mean that the measurable

function u has the following properties:

(a) u (·, t) ∈ L1 (�\6), for all t ∈ I\ {0}.
(b) F (u (·, t)) ∈ L1 (�\6), for almost all t ∈ I\ {0}.
(c)

∫ t
0 ‖F (u (·, s))‖L1(�\6) ds < ∞, for all t ∈ I.

(d) u (·, t) = Sα,β (t) u0 +
∫ t
0 Sα,β (t − s) F (u (·, s)) ds, for all t ∈ I\ {0}, where the integral is

an absolutely converging Bochner integral in the space L1 (�\6).

(e) The initial datum u0 is assumed in the following sense:

lim
t→0+

‖u (·, t) − u0‖Lp0 (�\6) = 0,

for some u0 ∈ Lp0 (�\6), if p0 ∈ [1,∞), and u0 ∈ X∞(�\6) := D(Aα,β ,∞)
L∞(�\6)

if p0 = ∞.

Remark 3.2. By Proposition 2.14 and Remark 2.15, the semigroup Sα,β is strongly continuous

on Lp0 (�\6), if p0 ∈ [1,∞). We recall that the semigroup is not strongly continuous on

L∞(�\6), but by de�nition we also have that Sα,β is strongly continuous on X∞(�\6). For

simplicity of notation, throughout the following, for p0 ∈ [1,∞], we will sometimes also

denote

Xp0(�\6) = Lp0(�\6) if p0 ∈ [1,∞).

Thus for every p0 ∈ [1,∞] and u0 ∈ Xp0(�\6), we have that

lim
t→0+

∥∥Sα,β (t) u0 − u0
∥∥
Lp0 (�\6)

= 0.

We then observe that condition (e) of De�nition 3.1 holds if and only if

lim
t→0+

∥∥Sα,β (t) u0 − u (·, t)
∥∥
Lp0 (�\6)

= 0.

Using Theorem 2.22 it is easy to see thatX∞(�\6) also coincides withD(Aα,β ,p)
L∞(�\6)

, for

p > N/(2β). We conjecture that

X∞(�\6) = Cw(�) := {u : u+ ∈ C(�+), u− ∈ C(�−) and u+ = wu− on 6}. (3.2)
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In fact, the important step to get (3.2) is to show that Sα,β(t) leaves Cw(�) invariant for every

t ≥ 0, or equivalently, that D(Aα,β ,∞) ⊂ Cw(�). Since this type of regularity is not yet

available in the literature, and is also not the main concern of the present paper, we will not

further go into details.

The �rst theorem establishes the existence of locally de�ned mild solutions under some

suitable assumptions on the nonlinear f±. Let γ ∈ [1,∞) and Cf± > 0. These assumptions

are as follows.

(F1) f± : R → R is measurable function such that
∣∣f± (ξ)

∣∣ ≤ Cf±

(
1 + |ξ |γ

)
, for all ξ ∈ R.

(F2) For all ξ , η ∈ R, assume the local Lipschitz condition
∣∣f± (ξ) − f± (η)

∣∣ ≤ Cf± (1 + |ξ | + |η|)γ−1 |ξ − η| .

(F3) There exists a positive increasing function Q± : R → R+ such that
∣∣f± (ξ)

∣∣ ≤ Q± (|ξ |) , for all ξ ∈ R.

(F4) For all ξ , η ∈ R, assume the local Lipschitz condition
∣∣f± (ξ) − f± (η)

∣∣ ≤ Q± (|ξ | + |η|) |ξ − η| .

We notice that conditions (F3) and (F4) are more general alternatives to (F1) and (F2),

respectively, and shall be imposed only in some situations.

We employ a contraction argument in the Banach space Ep,δ,T , p ∈ [1,∞], p ≥ p0, (with a

singularity at t = 0) to construct a solution u locally in time. In what follows, let

n :=
N

2β
for N ≥ 2,

1

2
< β < 1 and δ :=

n

p0
−

n

p
∈ [0,∞).

Theorem 3.3 (Local existence). Assume either one of the following.

(a) Assume (F1) and (F2) for some γ ∈ [1,∞) and let u0 ∈ Lp0 (�\6), for some p0 ∈ [1,∞)

such that

(γ − 1)
n

p0
< 1.

(b) Assume (F3) and (F4) and let u0 ∈ X∞ (�\6).

(c) Assume (F1) and (F2) for some γ ∈ (1,∞) and let u0 ∈ Lp0 (�\6), for some p0 ∈ (1,∞)

such that

(γ − 1)
n

p0
= 1.

Then there exists a time T > 0 (depending on u0) such that the initial value problem (3.1)

has a unique mild solution in the sense of De�nition 3.1 on the interval [0,T].

The assertion of Theorem 3.3 with assumptions (a) and (c) follows from the validity of the

next two lemmas. Lemma 3.4 deals with the case when (γ − 1) n/p0 < 1 while the second

one considers the limiting case (γ − 1) n/p0 = 1 (see Lemma 3.5). The second case (b) is

treated in Lemma 3.6.
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Lemma 3.4. Let p0 ∈ [1,∞) and assume that the hypothesis (a) of Theorem 3.3 is satis�ed for

some γ ∈ [1,∞). Then the assertion of Theorem 3.3 holds.

Proof. The proof is inspired from the proof of [44, Lemma 7] and is developed using the

crucial ultracontractivity estimates of Theorem 2.16 (see also (2.38)). In this proof and

elsewhere, the constant C > 0 is independent of the times t, s,T. We shall explicitly state its

further dependence on other parameters whenever necessary. We also preliminarily observe

that by (F1) and (F2) we have

|F (ξ)| ≤ CF

(
1 + |ξ |γ

)
, ∀ ξ ∈ R, (3.3)

as well as the following,

|F (ξ) − F (η)| ≤ CF (1 + |ξ | + |η|)γ−1 |ξ − η| , ∀ ξ , η ∈ R. (3.4)

Here, CF = max
{
Cf+ ,Cf−

}
.

Let now p ∈ [1,∞) such that p ≥ p0 and

γ ≤ p, γ δ < 1 and (γ − 1)

(
δ +

n

p

)
+ ε < 1, (3.5)

for some ε ∈ (0, 1). The proof exploits a Picard iteration argument. To this end, letT ∈ (0,∞)

and �x an element u1 ∈ Ep,δ,T which is otherwise arbitrary. We de�ne a sequence

um+1 (·, t) = Sα,β (t) u0 +

∫ t

0
Sα,β (t − s) F (um (·, s)) ds, t ∈ (0,T], (3.6)

for all m ∈ N. We �rst show by induction that um ∈ Ep,δ,T , for all m ∈ N. To this end, let

s1 ∈ [1,∞) be such that

γ

p
≤

1

s1
and

n

s1
+ (γ − 1) δ + ε < 1 +

n

p
,

and suppose that um ∈ Ep,δ,T is already known. The bound (3.3) and the Hölder inequality

yield

(t ∧ 1)δ ‖um+1 (·, t)‖Lp(�\6) ≤ (t ∧ 1)δ
∥∥Sα,β (t) u0

∥∥
Lp(�\6)

+ (t ∧ 1)δ
∫ t

0

∥∥Sα,β (t − s)
∥∥
p,s1

‖F (um (·, s))‖Ls1 (�\6) ds

≤ (t ∧ 1)δ
∥∥Sα,β (t)

∥∥
p,p0

‖u0‖Lp0 (�\6)

+ (t ∧ 1)δ
∫ t

0

∥∥Sα,β (t − s)
∥∥
p,s1

CF (s ∧ 1)−γ δ

×
[
(s ∧ 1)δ

(
‖1 + |um(·, s)|‖Lp(�\6)

)]γ
ds. (3.7)

The �rst term on the right-hand side of (3.7) can be estimated owing to (2.38) for p ≥ p0 and

the de�nition of δ = n/p0 − n/p, n := N/(2β). For the second term we apply Lemma A (see

Appendix) with f (s) ≡ CF , θ := γ δ and s2 = ∞ (we also note that p∞

(
f
)

= CF), whose

assumptions are satis�ed since γ δ < 1, γ δ + ε ≤ 1 + δ and

n

s1
< 1 +

n

p
,

n

s1
+ γ δ + ε < 1 +

n

p
+ δ.
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In the space Ep,δ,T , from (3.7) and using (2.38) we get

|||um+1|||p,δ,T ≤ C ‖u0‖Lp0 (�\6)

+ sup
t∈(0,T]

[
(t ∧ 1)δ

∫ t

0

∥∥Sα,β (t − s)
∥∥
p,s1

(s ∧ 1)−γ δ ds

]
|||1 + |um||||

γ
p,δ,T

≤ C
(
‖u0‖Lp0 (�\6) + (T ∧ 1)ε |||1 + |um||||

γ
p,δ,T

)
, (3.8)

for some constant C > 0 which also depends on CF . Henceforth, um+1 ∈ Ep,δ,T and the

claim is proved. Analogously, exploiting the Lipschitz condition (3.4), the Hölder inequality

together with the application of Lemma A as above, we also �nd the uniform estimate

|||um+1 − um|||p,δ,T ≤ C (T ∧ 1)ε |||1 + |um| + |um−1||||
γ−1
p,δ,T |||um − um−1|||p,δ,T , (3.9)

for all m ≥ 2. De�ne U := |||u1|||p,δ,T + 2 |||u2 − u1|||p,δ,T and choose a small enough time

T∗ ∈ (0, 1] such that

C (T∗ ∧ 1)ε (1 + 2U)γ−1 ≤
1

2
. (3.10)

It follows from (3.9) that{
|||um|||p,δ,T∗

≤ U, for allm ≥ 1,

|||um+1 − um|||p,δ,T∗
≤ 1

2 |||um − um−1|||p,δ,T∗
, for allm ≥ 2.

(3.11)

Thus, by iteration in (3.11), the sequence {um}m∈N is Cauchy in the Banach space Ep,δ,T∗ .

Thus, it has a limit u ∈ Ep,δ,T∗ such that

lim
m→∞

|||um − u|||p,δ,T∗
= 0. (3.12)

It now remains to show that the limit u has all the required properties of De�nition 3.1(a)–(e)

on the time interval [0,T∗]. Property (a) is immediate since u ∈ Ep,δ,T∗ ; (b) and (c) follow

from the estimate

‖F (u)‖1,1,T∗
≤

∫ T∗

0
‖F (u (·, s))‖Ls1 (�\6) ds

≤ CF

∫ T∗

0
(s ∧ 1)−γ δ

[
(s ∧ 1)δ ‖1 + |u (·, s)|‖Lp(�\6)

]γ
ds

≤
CF

1 − γ δ
(T∗)

1−γ δ |||1 + |u||||
γ
p,δ,T∗

, (3.13)

owing to the bound (3.3), the Hölder inequality, the fact that 0 < T∗ ≤ 1 and 0 < γδ < 1.

Similar reasoning, using the Lipschitz bound (3.4), the contractivity properties of Sα,β(t) and

the Hölder inequality once more, yields for all t ∈ (0,T∗],∥∥∥∥
∫ t

0
Sα,β (t − s)

(
F (um (·, s)) − F (u (·, s))

)
ds

∥∥∥∥
L1(�\6)

≤

∫ t

0
‖F (um (·, s)) − F (u (·, s))‖Ls1 (�\6) ds

≤ CF

∫ t

0
(s ∧ 1)−γ δ ds |||1 + |um| + |u||||

γ−1
p,δ,T∗

|||um − u|||p,δ,T∗

≤
CF

1 − γ δ
(T∗)

1−γ δ |||1 + |um| + |u||||
γ−1
p,δ,T∗

|||um − u|||p,δ,T∗
(3.14)
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which converges to zero asm → ∞, by (3.12). Both (3.12) and (3.14) allow us to take the limit

in L1 (�\6)-norm as m → ∞ in the integral equation (3.6) in order to deduce the integral

equation in De�nition 3.1(d). For the last property (e), by Remark 3.2 it su�ces to check that

lim
t→0+

∥∥u (·, t) − Sα,β(t)u0
∥∥
Lp0 (�\6)

= 0.

To this end, let s0 ∈ [1,∞) be such that γ /p ≤ 1/s0 and n/s0 + γ δ + ε < 1 + n/p0. The

subsequent computation is similar to (3.8) but now we apply the statement of Lemma A (see

Appendix) with the choices p := p0, s1 := s0, s2 := ∞, θ := γ δ, δ := 0 and ε := ε (note

again that f (s) ≡ CF). Indeed, the bound (3.3) and by virtue of Hölder’s inequality, for all

t ∈ (0,T∗] we have

∥∥u (·, t) − Sα,βu0
∥∥
Lp0 (�\6)

≤ CF

(∫ t

0

∥∥Sα,β (t − s)
∥∥
p0,s0

(s ∧ 1)−γ δ ds

)
|||1 + |u||||

γ
p,δ,T

≤ C (t ∧ 1)ε |||1 + |u||||
γ
p,δ,T , (3.15)

which implies the desired assertion (e) of De�nition 3.1.

The uniqueness of the mild solution follows from a similar computation which resem-

bles (3.9). Indeed, let T ∈ (0,T∗] and let u1, u2 ∈ Ep,δ,T be any two mild solutions of (3.1)

corresponding to the same initial datum u0. As in (3.9), we get

|||u1 − u2|||p,δ,T ≤ C (T ∧ 1)ε |||1 + |u1| + |u2||||
γ−1
p,δ,T |||u1 − u2|||p,δ,T . (3.16)

for all T ∈ (0,T∗]. Hence, there exists a small time T̂ ∈ (0,T∗] such that u1 (·, t) ≡ u2 (·, t) for
t ∈ [0, T̂] and uniqueness over the whole interval [0,T∗] follows by a standard continuation

argument. The proof is �nished.

Lemma 3.5. Let p0 ∈ (1,∞) and assume that the hypothesis (c) of Theorem 3.3 is satis�ed for

some γ ∈ (1,∞). Then the assertion of Theorem 3.3 holds.

Proof. Choose a value p ≥ p0, p ∈ (1,∞] such that

γ ≤ p, γ δ < 1 and (γ − 1)

(
δ +

n

p

)
= 1.

Wemay apply the whole statement of LemmaBwith the following choices p := p0, q := p and

the set 5 := {u0} ⊂ Lp0 (�\6). Consider the functions g,W constructed in Lemma B and

recall that (W (t))−δ = g (t) (t ∧ 1)−δ . The proof is in the same spirit of [44, Lemma 8] where

in the proof of previous Lemma 3.4, we perform the uniform estimates in a new (weighted)

Banach space EW,p,δ,T ⊂ Ep,δ,T given by

EW,p,δ,T :=
{
u ∈ Ep,δ,T , ‖u‖W,p,δ,T := sup

t∈(0,T]

(
(W (t))δ ‖u (·, t)‖Lp(�\6)

)
< ∞

}
.

As we mentioned already, the proof is based on the same iteration argument performed for

the sequence (3.6) taking place now in the space EW,p,δ,T . First, to show that um ∈ EW,p,δ,T is

well-de�ned for allm ∈ N, we again apply an induction argument. Suppose that u1 ∈ EW,p,δ,T

is arbitrary and assume that um ∈ EW,p,δ,T is already proved. Next choose s1 ∈ [1,∞] such
that the equality

nγ

p
=

n

s1
= 1 +

n

p
− (γ − 1) δ
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holds. The bound (3.3), the estimate (2.38) on
∥∥Sα,β(t)

∥∥
p,p0

and the Hölder inequality give

‖um+1‖W,p,δ,T ≤ C
(
‖u0‖Lp0 (�\6) + ϕ (T) ‖1 + |um|‖

γ
W,p,δ,T

)
,

where

ϕ (T) := sup
t∈(0,T]

(W (t))δ
∫ t

0

∥∥Sα,β (t − s)
∥∥
p,s1

(W (s))−γ δds

= (g (T))γ−1 sup
t∈(0,T]

(t ∧ 1)δ
∫ t

0

∥∥Sα,β (t − s)
∥∥−γ δ

p,s1
(s ∧ 1)−δγ ds. (3.17)

The second factor on the right-hand side of (3.17) can be estimated by application of LemmaA

with the choices p := p, s1 := s1, s2 := ∞, θ := γ δ, δ := δ and ε := 0 (as well as f (s) ≡ 1).

Then one has ϕ (T) ≤ C(g (T))γ−1 and limT→0 ϕ (T) = 0. Henceforth, um+1 ∈ EW,p,δ,T ,

for all m ∈ N and the claim is proved. The rest of the proof goes exactly as in the proof of

Lemma 3.4. We brie�y mention the (modi�ed) estimates without giving the full details. In

view of the Lipschitz condition (3.4) and the Hölder inequality, we get

||um+1 − um||W,p,δ,T ≤ ϕ (T) ||1 + |um| + |um−1|||
γ−1
W,p,δ,T ||um − um−1||W,p,δ,T ,

for allm ≥ 2. As usual, de�ningU := ||u1||W,p,δ,T +2 ||u2 − u1||W,p,δ,T and choosing a small

enough time T∗ ∈ (0, 1] such that Cϕ (T∗) (1 + 2U)γ−1 ≤ 1/2, we obtain the analogue of

(3.11) in the space EW,p,δ,T∗ instead of Ep,δ,T∗ . Therefore, we deduce again the existence of a

limit u ∈ EW,p,δ,T∗ such that

lim
m→∞

||um − u||W,p,δ,T∗
= 0.

The estimates (3.13) and (3.14) concerning the nonlinearity F are proved exactly as in

Lemma 3.4. The estimate (3.15) concerning the initial datum u0 reads∥∥u (·, t) − Sα,β(t)u0
∥∥
Lp0 (�\6)

≤ C(g (t))γ ||1 + |u|||
γ
W,p,δ,T∗

, (3.18)

for all t ∈ [0,T∗]. We now recall that limt→0 g (t) = 0 by Lemma B (b). Thus, u is a mild

solution of (3.1) in the sense of De�nition 3.1 on the time interval [0,T∗]. The uniqueness of

the mild solution follows from an argument that is similar to the computation (3.16); we omit

the details.

We conclude the proof of Theorem 3.3 by verifying the following statement.

Lemma 3.6. Assume (F3) and (F4) and let u0 ∈ X∞ (�\6). Then the assertion of Theorem 3.3

is satis�ed.

Proof. In this case δ = 0 and ε := 1. The proof exploits a Picard iteration argument for

the sequence (3.6) in the space E∞,0,T . De�ne a measurable function Q such that Q (|u|) =
Q+ (|u+|) whenever u = u+ (a.e.) on �+ , and Q (|u|) = Q− (|u−|) when u = u− (a.e.) on

�−. The conditions (F3) and (F4) on the nonlinearity F then read

|F (u)| ≤ Q (|u|) , a.e. in �\6, (3.19)

and

|F (u) − F (v)| ≤ Q(|u| + |v|) |u − v| , a.e. on �\6. (3.20)
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We refrain from giving the entire details but brie�y mention the main estimates. In a similar

fashion to the proof of Lemma 3.4, with some minor (inessential) modi�cations we obtain




|||um+1|||∞,0,T ≤ C
(
‖u0‖L∞(�\6) + TQ

(
|||um|||∞,0,T

))
,

|||um+1 − um|||∞,0,T ≤ TQ
(
|||um|||∞,0,T + |||um−1|||∞,0,T

)
|||um − um−1|||∞,0,T ,∥∥u (·, t) − Sα,β(t)u0

∥∥
L∞(�\6)

≤ tQ
(
|||u|||∞,0,T

)
,

(3.21)

for all t ∈ [0,T], with T > 0.We leave the details to the interested reader since the arguments

are almost verbatim to those performed in the proof of Lemma 3.4. The proof is �nished.

We also give the following continuation theorem and conclude that the mild solution is

locally bounded in time in the space L∞ (�\6). Since the corresponding arguments are

somewhat standard (see [44]) we mention only some brief details.

Theorem 3.7 (Continuation and local boundedness). Let the assumptions of Theorem 3.3

be satis�ed. Then the mild solution of problem (3.1) has a maximal time interval of existence

Tmax > 0 and either Tmax = ∞, or Tmax < ∞ and

lim
t→Tmax

‖u (·, t)‖Lp0 (�\6) = ∞. (3.22)

In the case (c) of Theorem 3.3, (3.22) only holds under the additional assumption that the set

κ (5) :=

{
u (·, t)

‖u (·, t)‖Lp0 (�\6)

: u (·, t) ∈ Lp0 (�\6) , t ∈ [0,Tmax), ‖u (·, t)‖Lp0 (�\6) 6= 0

}

(3.23)

is precompact in Lp0 (�\6). Finally, every mild solution satis�es

sup
t∈[T1,T2]

‖u (·, t)‖L∞(�\6) < ∞, for all T1,T2 ∈ (0,Tmax) . (3.24)

Proof. We �rst claim that

sup
t∈[T0,T]

‖u (·, t)‖L∞(�\6) < ∞, for all T0 ∈ (0,T],

where T > 0 is the existence time de�ned in the statement of Theorem 3.3. Obviously, the

case p0 = ∞ is already contained in the proof of Theorem 3.3, so it su�ces to take p0 < ∞.

Consider the two sequences
{
pi
}
, {δi} as constructed by Lemma C (see Appendix) such that

δi ∈ (0, 1), i = 1, . . . , k, and p0 < p1 < · · · < pk = ∞. One can now inductively apply for

each i = 1, . . . , k, the statements of Lemma 3.4 (in the case (a)) and Lemma 3.5 (in the case

(c)), respectively, to show

sup
t∈[T0,T]

‖u (·, t)‖Lpi (�\6) ≤ CT0,T , i = 1, . . . , k. (3.25)

The argument leading to (3.25) is contained in the proof of [44, Lemma 13] and follows

without any modi�cations. For the existence of a maximal interval time of existence, as in

the statement of Theorem 3.7, as well as the validity of (3.24), the constructive arguments

using the mild solution can be found in the proof of [44, Theorems 1 and 2, pp. 51–54].
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4. Global mild solutions and regularity

We are next concerned with further regularity properties for the mild solution of (3.1) and

global well-posedness results under su�ciently general conditions on the nonlinearities f±.

De�nition 4.1. Let p ∈ (1,∞). By a strong solution u of (3.1) on the time interval I we mean

(a) u is a mild solution in the sense of De�nition 3.1 (with p0 = ∞).

(b) u ∈ C0,τ (I; L∞ (�\6)), for some τ ∈ (0, 1).

(c) u (·, t) ∈ D
(
Aα,β ,p

)
and ∂tu (·, t) ∈ Lp (�\6) are well-de�ned for almost all t ∈ I\ {0}.

(d) ∂tu (·, t) + Aα,β ,pu (·, t) = F (u (·, t)) is satis�ed for almost all t ∈ I\ {0}.

Theorem 4.2 (Strong solutions on [0,Tmax)). Let u0 ∈ D
(
Aα,β ,p

)
for some p ∈ (n,∞).

There exists a unique strong solution of (3.1) in the sense of De�nition 4.1 on the time interval

[0,Tmax) provided that assumptions (F3) and (F4) are satis�ed. In particular, Eqs. (1.8)–(1.10)

are satis�ed a.e. in �+× [0,Tmax), in �− × [0,Tmax) and on 6 × [0,Tmax), respectively.

Proof. By Lemma 2.17, u0 ∈ D
(
Aα,β ,p

)
⊂ X∞ (�\6). Hence, by application of Theorem 3.7

there exists a (unique) mild solution u ∈ E∞,0,T , T ∈ (0,Tmax), that is given by an integral

solution (see De�nition 3.1 (d)). Furthermore, let T ∈ (0,Tmax) and recall by (3.24) that

sup
t∈[0,T]

‖u (·, t)‖L∞(�\6) ≤ CT . (4.1)

For any mild solution that satis�es (4.1), we de�ne H : (0,Tmax) → L∞ (�\6), as H (t) :=
F (u (x, t)) where we recall that the locally Lipschitz function F obeys the conditions (3.19)

and (3.20). In particular, we have supt∈[0,T] ‖H (t)‖L∞(�\6) ≤ Q (CT), where Q is the same

function as in the proof of Lemma 3.6. With this new de�nition, the integral solution for the

mild solution u can be written

u (·, t) = Sα,β (t) u0 +

∫ t

0
Sα,β (t − s)H (s) ds, (4.2)

for all t ∈ (0,Tmax). Let us now check in what sense the initial condition u (·, 0) = u0 is

understood. To this end, let θ ∈
(
n/p, 1

)
(where p ∈ (n,∞)) and observe that the inclusion

D(Aθ
α,β ,p) ⊂ L∞ (�\6) is continuous. In view of Remark 2.15 we also recall from [25, p. 26]

(since the semigroup is analytic) that for all t > 0,
∥∥∥A−(1−τ)

α,β ,p

(
Sα,β (t) − I

)∥∥∥
p,p

≤ Cp (t ∧ 1)1−τ , for all τ ∈ (0, 1) (4.3)

and ∥∥∥Aτ
α,β ,pSα,β (t)

∥∥∥
p,p

≤ Cp (t ∧ 1)−τ , for all τ ∈ [0, 1] . (4.4)

In all the estimates that follow, we let 0 ≤ t < t + h ≤ T < Tmax. Using (4.2), we estimate
∥∥∥Aθ

α,β ,p (u (·, t) − u0)
∥∥∥
Lp(�\6)

≤ C (t ∧ 1)1−θ
∥∥Aα,β ,pu0

∥∥
Lp(�\6)

+

∫ t

0

∥∥∥Aθ
α,β ,pSα,β (t − s)

∥∥∥
p,p

‖H (s)‖Lp(�\6) ds

≤ C (t ∧ 1)1−θ
∥∥Aα,β ,pu0

∥∥
Lp(�\6)
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+ C

∫ t

0
((t − s) ∧ 1)−θ ds sup

t∈[0,T]

‖H (t)‖L∞(�\6)

≤ C (t ∧ 1)1−θ
[∥∥Aα,β ,pu0

∥∥
Lp(�\6)

+ Q (CT)

]
,

owing to (4.4). It follows that

‖u (·, t) − u0‖L∞(�\6) ≤ C (t ∧ 1)1−θ
[∥∥Aα,β ,pu0

∥∥
Lp(�\6)

+ Q (CT)

]
,

for all t ∈ [0,T]. Next, we show that u is continuous in time. The integral solution (4.2) yields

u (·, t + h) = Sα,β (h) u (·, t) +

∫ h

0
Sα,β (h − s)H (t + s) ds. (4.5)

Our goal is to estimate u (·, t + h) − u (·, t), for h ≪ 1. Let now θ , η ∈
(
n/p, 1

)
and a

su�ciently small µ ∈ (0, 1) such that η + µ = θ . For the “linear” part of (4.5), owing to

(4.3) and (4.2) we have the estimate
∥∥∥Aη

α,β ,p

(
Sα,β (h) u (·, t) − u (·, t)

)∥∥∥
Lp(�\6)

≤
∥∥∥A−µ

α,β ,p

(
Sα,β (h) − I

)∥∥∥
p,p

∥∥∥Aµ+η
α,β ,pu (·, t)

∥∥∥
Lp(�\6)

≤ C (h ∧ 1)µ
(∥∥∥Aθ

α,β ,pu0

∥∥∥
Lp(�\6)

+

∫ t

0

∥∥∥Aθ
α,β ,pSα,β (t − s)

∥∥∥
p,p

‖H (s)‖Lp(�\6) ds

)

≤ C (h ∧ 1)µ
(

‖u0‖D(Aα,β ,p) + Q (CT)

∫ t

0
((t − s) ∧ 1)−θ ds

)

≤ C (h ∧ 1)µ
(
‖u0‖D(Aα,β ,p) + Q (CT) (t ∧ 1)1−θ

)
. (4.6)

Observe preliminarily that this quantity goes to zero as h → 0+, for all t ∈ [0,T]. Thus,

exploiting (4.6) and once again (4.4) we get
∥∥∥Aη

α,β ,p (u (·, t + h) − u (·, t))
∥∥∥
Lp(�\6)

≤
∥∥∥Aη

α,β ,p

(
Sα,β (h) u (·, t) − u (·, t)

)∥∥∥
Lp(�\6)

+

∫ h

0

∥∥∥Aη
α,β ,pSα,β (h − s)

∥∥∥
p,p

‖H (t + s)‖Lp(�\6) ds

≤ C (h ∧ 1)µ
(
‖u0‖D(Aα,β ,p) + Q (CT) (t ∧ 1)1−θ

)

+Q (CT)

∫ h

0
((h − s) ∧ 1)−η−µ ((h − s) ∧ 1)µ ds

≤ C (h ∧ 1)µ
(
‖u0‖D(Aα,β ,p) + Q (CT) (t ∧ 1)1−θ

)
+ Q (CT)Tµ (h ∧ 1)1−θ , (4.7)

for all t ∈ (0,T] and h ∈ [0,T − t]. By Lemma 2.17, the inclusion D(A
η
α,β ,p) ⊂ L∞ (�\6)

is continuous. Therefore, choosing τ = min {µ, 1 − θ} ∈ (0, 1), for su�ciently small h, we

deduce from (4.7) that

‖u (·, t + h) − u (·, t)‖L∞(�\6) ≤ C (h ∧ 1)τ
[
‖u0‖D(Aα,β ,p) + Q (CT) (T1−θ + Tµ)

]
.

(4.8)
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This estimate implies that u ∈ C0,τ ([0,T] ; L∞ (�\6)), which is the desired conclusion (b)

of De�nition 4.1. Furthermore, the latter also implies that H is Hölder continuous for all t ∈

(0,Tmax), owing to the local Lipschitz continuity of F (see (3.20)) and the fact that u ∈ E∞,0,T

(i.e., |‖u‖ |∞,0,T ≤ U), we have that

‖H (t) − H (s)‖L∞(�\6) ≤ CT,U |t − s|τ , for all t, s ∈ [0,T] . (4.9)

Hence, in view of (4.9), the formula (4.2) and the application of [25, Lemma 3.2.1 and

Theorem 3.2.2] (with the choice X = Lp (�\6)), we can infer the remaining properties (c),

(d) of De�nition 4.1. We have veri�ed that u is a strong solution in the sense of De�nition 4.1

and this concludes the proof of the theorem.

As a consequence of the proof of Theorem 4.2, we may also infer the following.

Corollary 4.3 (Global regularity of the boundedmild solution). Let (F3) and (F4) be satis�ed

and u0 ∈ X∞ (�\6). Consider u to be the corresponding bounded mild solution in the sense of

De�nition 3.1 on the interval I = [0,T] or I = [0,∞). Assume

M := sup
t∈I

‖u (·, t)‖L∞(�\6) < ∞. (4.10)

Then for all T0 ∈ I\ {0}, u is a strong solution on the time interval I0 := [T0,T] (or I0 =:

[T0,∞)) in the sense of De�nition 4.1 (for any p ∈ (n,∞)).

Proof. As in the proof of Theorem 4.2 it su�ces to show that u ∈ C0,τ ([T0,T] ; L
∞ (�\6))

for any [T0,T] ⊂ I, for some τ ∈ (0, 1). To this end, let p ∈ (n,∞) and θ , η ∈
(
n/p, 1

)
such

that θ = η + µ for a su�ciently small µ ∈ (0, 1). By the formula for the integral solution u,

we obtain owing to Hölder’s inequality and (4.4),
∥∥∥Aθ

α,β ,pu (·, t)
∥∥∥
Lp(�\6)

≤
∥∥∥Aθ

α,β ,pSα,β (t)
∥∥∥
p,p

‖u0‖L∞(�\6)

+Q (M)

∫ t

0

∥∥∥Aθ
α,β ,pSα,β (t − s)

∥∥∥
p,p

ds

≤ C (t ∧ 1)−θ ‖u0‖L∞(�\6) + CQ (M) (t ∧ 1)1−θ

≤ C (T0 ∧ 1)−θ
(
‖u0‖L∞(�\6) + Q (M)

)
, (4.11)

for all t ∈ [T0,T]. Consider now the integral formula (4.5), which for all T0 ≤ t < t+h ≤ T,

reads

u (·, t + h) = Sα,β (h) u (·, t) +

∫ h

0
Sα,β (h − s) F (u (·, t + s)) ds. (4.12)

By (4.3) and (4.4), exploiting the bound (4.11) we once again have
∥∥∥Aη

α,β ,p (u (·, t + h) − u (·, t))
∥∥∥
Lp(�\6)

≤
∥∥∥Aη

α,β ,p (S (h) − I) u (·, t)
∥∥∥
Lp(�\6)

+

∫ h

0

∥∥∥Aη
α,β ,pSα,β (h − s)

∥∥∥
p,p

‖F (u (·, t + s))‖Lp(�\6) ds
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≤
∥∥∥A−µ

α,β ,p (S (h) − I)
∥∥∥
p,p

∥∥∥Aη+µ
α,β ,pu (·, t)

∥∥∥
Lp(�\6)

+ Q (M)

∫ h

0
C ((h − s) ∧ 1)−η ds

≤ C (h ∧ 1)µ
∥∥∥Aθ

α,β ,pu (·, t)
∥∥∥
Lp(�\6)

+ C (h ∧ 1)1−η Q (M)

≤ C (h ∧ 1)τ
[
Q (M) + (T0 ∧ 1)−θ

(
‖u0‖L∞(�\6) + Q (M)

)]
. (4.13)

Here, we have also set τ = min {µ, 1 − η} ∈ (0, 1). The embeddingD(A
η
α,β ,p) →֒ L∞ (�\6)

yields from estimate (4.13) the desired claim that u is τ -Hölder continuous with respect to the

L∞ (�\6)-norm. Thus wemay conclude the thesis using the same argument employed at the

end of the proof of Theorem 4.2, on any time interval [T0,T] ⊂ I. The proof is �nished.

Our �nal goal in this section is to derive an explicit uniform L∞-estimate (i.e., (4.10)) from

some given Lr-estimate of the mild solution. In what follows we shall implicitly make use of

the fact that every mild solution constructed in Section 3 is in fact a di�erentiable solution

on some maximal interval of existence, satisfying De�nition 4.1(d). That is, indeed it is a

strong solution in the sense of De�nition 4.1. In the case u0 ∈ X∞ (�\6), this statement is

already a consequence of Corollary 4.3 and the local boundedness of the mild solution (see

Theorem 3.7). In the case when u0 ∈ Lp0 (�\6), p0 ∈ [1,∞), the arguments below can

still be made rigorous by employing a regularization procedure in which u0m ∈ D(Aα,β ,p) ⊂
X∞(�\6) ⊂ L∞ (�\6), for some p ≥ p0, p ∈ (n,∞) such that u0m → u0 in Lp0 (�\6) as

m → ∞ (since D
(
Aα,β ,p

)
is dense in Lp0 (�\6)). This is no serious drawback since the

corresponding mild solutions um associated with the initial datum u0m are indeed strong

solutions and every mild solution associated with the initial datum u0 ∈ Lp0 (�\6) is locally

bounded (see again (3.24)).

One method to derive the uniform a priori Lr-L∞ bound is to employ the extended

Moser–Alikakos scheme that was developed for parabolic problems with fractional di�usion

in [15, 17] (cf. also [14, 16] for problems with a standard di�usion mechanism in bounded

domains with rough boundaries). This procedure cuts o� the use of the Gagliardo–Nirenberg

(interpolation) inequality and is based on a crucial lemma (see [15, Lemma 3.4]), and a simple

embedding result associated with the linear operator Aα,β (in our case, see (2.9)). We recall

that such a procedure usually requires to test the parabolic equation with powers (of the form

|u|l−1 u, l ≥ 2) of the solution and is generally quite complicated. Unfortunately, this method

presents an important drawback for our nonlocal transmission problem (1.8)–(1.12). It turns

out that in this case |u|l−2 u, l ≥ 2, need not even belong toW
(α,β),2(�\6) (see (2.8)), for a

general (smooth) function w unless w ≡ 1. We state the following theorem without a proof.

However, we remark that it can be obtained by performing some simple modi�cations of the

proof of [15, Theorem 3.7] (cf. also [17]).

Theorem 4.4 (Global a priori estimate: the special case w ≡ 1). Assume that w ≡ 1 and

f± satis�es

f± (ξ) ξ ≥ −Cf±

(
ξ 2 + 1

)
, for all ξ ∈ R, for some Cf± > 0.

Then every bounded mild solution u satis�es the estimate

sup
t∈[0,T]

‖u (·, t)‖L∞(�\6) ≤ C

(
‖u0‖L∞(�\6) + sup

t∈[0,T]

‖u (·, t)‖L1(�\6)

)
,

for some constant C > 0 independent of t,T, u0 and u.
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Instead, we shall appeal to a method exploited and further developed in [44] for classical

systems of parabolic equations with standard di�usion 1, and which is based on “feedback”

and some bootstrap arguments. The advantage of the “feedback” argument is that it also

extends to the case α ≥ β and w 6≡ 1 (for a generically smooth w), and uses only elementary

inequalities. The next theorem generalizes the “feedback” argument to nonlocal problems

with fractional di�usion, including ours (1.8)–(1.12), for the mild solutions associated with

an initial datum u0 ∈ Xp0 (�\6), p0 ∈ [1,∞], as constructed in Section 3. As before, we

recall that

n =
N

2β
and δ =

n

p0
−

n

p
, for all p ∈

[
p0,∞

]
.

In what follows, we allow for any (su�ciently) smooth w satisfying the hypothesis of

Proposition 2.4.

Theorem 4.5 (Global a priori estimate: the general case α ≥ β). Let r1, r2 ∈ (0,∞], γ ∈
[1,∞) satisfy

(γ − 1)

(
n

r1
+

1

r2

)
< 1 and

γ − 1

r1
< 1, if r1 < ∞. (4.14)

Assume f± obey the conditions (F1) and (F2) for some γ ∈ [1,∞) satisfying (4.14). Let now

u0 ∈ Xp0 (�\6) (p0 ∈ [1,∞]) for which the corresponding mild solution satis�es

‖u‖r1,r2,T ≤ L(‖u0‖Xp0 (�\6)) (4.15)

on any time interval [0,T], for some positive increasing function L > 0 (independent of u, u0)

but which depends on the Xp0 (�\6)-norm of u0. Then problem (3.1) has a unique global mild

solution on [0,∞) in the sense of De�nition 3.1. In particular, there exist numbers ρ > 0 and

ε ∈ (0, 1) such that the mild solution u satis�es the estimates:

sup
t∈(0,∞)

(t ∧ 1)δ ‖u (·, t)‖Lp(�\6) < ∞, for all p ∈
[
p0,∞

]
(4.16)

and

‖u (·, t)‖L∞(�\6) ≤ C (t ∧ 1)
− n

p0
[
‖u0‖Lp0 (�\6) + (t ∧ 1)ε

(
8 + 8ρ

)]
, (4.17)

where 8 = 8
(
‖u0‖Xp0 (�\6)

)
:=
(
1 + L

(
‖u0‖Xp0 (�\6)

))
. Estimate (4.17) holds with ρ = γ

if one assumes that

(γ − 1)

(
n

r1
+

1

r2

)
< 1 and

γ

r1
≤ 1.

The proof of this theorem is based on some subsequent lemmas.

Lemma 4.6. Let p0 ∈ [1,∞], r1, r2 ∈ (0,∞], γ ∈ [1,∞), b ∈ [0, 1], ε ∈ (0, 1) and p ∈[
p0,∞

]
such that





γ (1 − b)

(
n

r1
+

1

r2

)
< 1 + (1 − γ b)

n

p
− ε,

γ
(1 − b)

r1
+ γ

b

p
≤ 1,

γ
(1 − b)

r2
+ γ bδ < 1 − ε,

γ b < 1, δ =
n

p0
−

n

p
.

(4.18)
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Let f± obey the condition (F1) for some γ ∈ [1,∞) satisfying (4.18). Let the mild solution

u for problem (3.1) with an initial datum u0 ∈ Xp0 (�\6) satisfy the a priori estimate

‖u‖r1,r2,T < ∞, for any T > 0. Furthermore assume |||u|||p,δ,T < ∞ and for b > 0 de�ne

U := CF

(
‖1 + |u|‖

γ (1−b)
r1,r2,T

)
. Then there exists a constant C∗ > 0 independent of u0, u,U, t and

T such that

|||u|||p,δ,T ≤ C∗

[
‖u0‖Lp0 (�\6) + (T ∧ 1)ε

(
U + U

1
1−γ b

)]
. (4.19)

Proof. We shall exploit again the integral formulation for the mild solution (see De�ni-

tion 3.1). By (4.18), there exist s1, s2 ∈ [1,∞] such that

n

s1
+

1

s2
≤ 1 +

n

p
− ε, (4.20)

1

s2
+ γ bδ < 1 − ε, (4.21)

γ
1 − b

r1
+

γ b

p
≤

1

s1
, (4.22)

γ
1 − b

r2
≤

1

s2
. (4.23)

We have

‖u (·, t)‖Lp(�\6) ≤
∥∥Sα,β(t)

∥∥
p,p0

‖u0‖Lp0 (�\6)+

∫ t

0

∥∥Sα,β (t − s)
∥∥
p,s1

‖F (u (·, s))‖Ls1 (�\6) ds.

We use (3.3), to split the nonlinear term into several terms. First, by (4.22) and the Hölder

inequality we get for all t > 0,

(t ∧ 1)δ ‖u (·, t)‖Lp(�\6)

≤ (t ∧ 1)δ
∥∥Sα,β(t)

∥∥
p,p0

‖u0‖Lp0 (�\6)

+ (t ∧ 1)δ CF

∫ t

0

∥∥Sα,β (t − s)
∥∥
p,s1

‖1 + |u (s)|‖
γ (1−b)
Lr1 (�\6) (s ∧ 1)−γ bδ ds

×
(

|||1 + |u||||
γ b
p,δ,T

)
. (4.24)

The �rst summand on the right-hand side of (4.24) can be estimated using the ultracontrac-

tivity property (2.38) for Sα,β(t) as a bounded operator from Lp0 (�\6) into Lp (�\6). For

the second summand we apply Lemma A with the choice p, s1, s2, δ, ε as above, θ := γ bδ and

f (s) := CF ‖1 + |u (·, s)|‖
γ (1−b)
Lr1 (�\6)

. Hence from (4.24), we deduce

|||u|||p,δ,T ≤ C ‖u0‖Lp0 (�\6) + C (T ∧ 1)ε ps2
(
f
)
|||1 + |u||||

γ b
p,δ,T . (4.25)

The function ps2
(
f
)
can be estimated from the same Lemma A using the Hölder inequality

on account of (4.23). It follows that ps2
(
f
)

= CF

(
‖1 + |u|‖

γ (1−b)
r1,r2,T

)
= U. Therefore, (4.25)

implies that

|||u|||p,δ,T ≤ C ‖u0‖Lp0 (�\6) + C (T ∧ 1)ε U |||1 + |u||||
γ b
p,δ,T . (4.26)



COMMUNICATIONS IN PARTIAL DIFFERENTIAL EQUATIONS 613

Observe now that (4.26) is already the assertion (4.19) when b = 0. In order to show the

estimate in the case when b > 0, we apply a “feedback” argument to (4.26) by employing the

“feedback” inequality of Lemma E with the following choices

y := |||u|||p,δ,T , z0 := C
(
‖u0‖Lp0 (�\6) + (T ∧ 1)ε U

)
, z1 := C (T ∧ 1)ε U

with σ := γ b < 1. Indeed, (4.26) yields that y ≤ z0 + z1y
σ and therefore, we obtain

y ≤
z0

1 − σ
+ z

1
1−σ

1 .

The foregoing inequality yields (4.19) with constant C∗ = C/ (1 − γ b) + C1/(1−γ b).

Next, we can also check in what sense the initial datum is satis�ed. By the integral formula

and the bound (3.3) we have
∥∥u (·, t) − Sα,β (t) u0

∥∥
Lp0 (�\6)

≤ CF

∫ t

0

∥∥Sα,β (t − s)
∥∥
p0,s1

‖1 + |u (·, s)|‖
γ (1−b)
Lr1 (�\6)

‖1 + |u (·, s)|‖
γ b
Lr1 (�\6)

ds

on which we can once again apply Lemma A with the same s1, s2 and choice of function f as

above, and δ := 0, p := p0, θ := γ bδ and ε := 0. By (4.20) and (4.21), we can easily verify

that the assumptions of Lemma A are indeed veri�ed. We get
∥∥u (·, t) − Sα,β (t) u0

∥∥
Lp0 (�\6)

≤ C (t ∧ 1)ε ps2
(
f
)
|||1 + |u||||

γ b
p,δ,T

≤ C (t ∧ 1)ε U |||1 + |u||||
γ b
p,δ,T , (4.27)

for all t ∈ (0,T]. Finally, it is also easy to check that ‖F (u)‖1,1,T < ∞, for any T > 0 for

which u satis�es (4.19). The proof is �nished.

Lemma 4.7. Let p0 ∈ [1,∞], r1, r2 ∈ (0,∞], γ ∈ [1,∞), b ∈ [0, 1], ε ∈ (0, 1) satisfy

γ (1 − b)

(
n

r1
+

1

r2

)
< 1 − ε, (4.28)

γ
1 − b

r1
≤ 1, (4.29)

γ b < 1. (4.30)

Let f± obey the condition (F1) for some γ ∈ [1,∞) that satis�es (4.28)–(4.30). Let the mild

solution u for problem (3.1) with an initial datum u0 ∈ Xp0 (�\6) satisfy U < ∞ for any

T > 0, where U is de�ned in the statement of Lemma 4.6. Furthermore for b > 0 assume

that supt∈(0,T] ‖u (·, t)‖L∞(�\6) < ∞. Then there exists a constant C∗ > 0 independent of

u0, u,U, t and T such that

‖u (·, t)‖L∞(�\6) ≤ C∗ (t ∧ 1)
− n

p0

[
‖u0‖Lp0 (�\6) + (t ∧ 1)ε

(
U + U

1
1−γ b

)]
, (4.31)

for all t ∈ (0,T].

Remark 4.8. In the case b > 0 the a priori information supt∈(0,T] ‖u (·, t)‖L∞(�\6) < ∞
is essential to deduce the explicit estimate (4.31) with a constant independent of time and

of any T > 0. Otherwise, no conclusion can be drawn from the “feedback” argument. On
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the other hand since every mild solution of Theorem 3.3 is locally bounded by Theorem 3.7

on (0,Tmax), we can infer from (4.31) that Tmax = ∞ for as long as U is �nite on any time

interval [0,T] .

Proof of Lemma 4.7. First, we observe that when p0 = ∞ or b = 0, the assumptions (4.18)

of Lemma 4.6 are satis�ed with p := ∞, δ := 0 and r1, r2, γ as above in (4.28)–(4.30). In

this case, the assertion (4.31) is equivalent to the estimate (4.19) of Lemma 4.6. Thus, we may

assume that p0 ∈ [1,∞) and b ∈ (0, 1]. We apply an inductive argument with help from

Lemma 4.6. To this end, consider the �nite sequences
{
pi
}
with p0 < p1 < · · · < pk = ∞,

and {δi} ∈ (0, 1) for i = 1, . . . , k as given by Lemma D. We then apply Lemma 4.6 with the

choices p0 := pi−1, p := pi, δ := δi, the exponents r1, r2, γ , b as above in (4.28)–(4.30), and

initial datum u0 := u (·, t) for arbitrary t ∈ (0,T]. It follows that (4.19) of Lemma 4.6 yields

for all h ∈ (0,T − t], i = 1, . . . , k,

|||u (t + h)|||pi,δi,h ≤ Ci

[
‖u (·, t)‖Lpi−1 (�\6) + (h ∧ 1)ε

(
U + U

1
1−γ b

)]
. (4.32)

The choice t = ih − h in (4.32) then gives

(h ∧ 1)δi ‖u (·, ih)‖Lpi (�\6) ≤ Ci

[
‖u (·, ih − h)‖Lpi−1 (�\6) + (h ∧ 1)ε

(
U + U

1
1−γ b

)]
,

(4.33)

for all i = 1, . . . , k and h ∈ (0,T/i], for some Ci < ∞. An induction argument in (4.33) for

i = 1, . . . , k implies

(h ∧ 1)δ1+···+δi ‖u (·, ih)‖Lpi (�\6) ≤ Ci

[
‖u0‖Lp0 (�\6) + (h ∧ 1)ε

(
U + U

1
1−γ b

)]
. (4.34)

Since δi = n/pi−1 − n/pi, we readily have δ1 + · · · + δk = n/p0 and (4.34) with i = k, gives

no other than the required estimate (4.31). This completes the proof of the lemma.

Before we can �nish the proof of Theorem 4.5 we also need the following continuous

dependence estimate.

Lemma 4.9. Let p0 ∈ [1,∞], r1, r2 ∈ (0,∞], ε ∈ (0, 1), p ∈ [p0,∞] and assume (F2) for

some γ ∈ [1,∞) that satis�es

(γ − 1)

(
n

r1
+

1

r2

)
< 1 − ε, (4.35)

γ − 1

r1
+

1

p
≤ 1, (4.36)

γ − 1

r2
+ δ < 1 − ε, (4.37)

and the a priori estimate (4.15). Let ui be any twomild solutions in the sense of De�nition 3.1 for

any two initial data u0i ∈ Xp0 (�\6), i = 1, 2. Then there exists a constant C > 0 independent

of ui, t,T and u0i, such that

|||u1 − u2|||p,δ,T ≤ C ‖u01 − u02‖Lp0 (�\6)

+C (T ∧ 1)ε ‖1 + |u1| + |u2|‖
γ−1
r1,r2,T

|||u1 − u2|||p,δ,T , (4.38)

for all t ∈ (0,T].
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Proof. The argument follows in a similar fashion to the computation (4.25) and (4.26) using

the local Lipschitz condition (3.4). Choose s1, s2 ∈ [1,∞] such that

γ − 1

r1
+

1

p
≤

1

s1
,

γ − 1

r2
≤

1

s2

and

n

s1
+

1

s2
−

n

p
+ ε < 1,

1

s2
+ δ ≤ 1 − ε.

By the integral solution representation for each ui, by the Hölder inequality and (3.4) we have

‖(u1 − u2) (·, t)‖Lp(�\6)

≤
∥∥Sα,β (t)

∥∥
p,p0

‖u01 − u02‖Lp0 (�\6)

+CF |||u1 − u2|||p,δ,T

∫ t

0

∥∥Sα,β (t − s)
∥∥
p,s1

× ‖1 + |u1 (·, s)| + |u2 (·, s)|‖
γ−1
Lr1 (�\6) (s ∧ 1)−δ ds. (4.39)

The �rst term at the right hand side of (4.39) can be estimated as before using the ultracon-

tractivity estimate for Sα,β(t). For the second summand in (4.39), we apply Lemma A (whose

assumptions are satis�ed) with the choices

f (s) := CF ‖1 + |u1 (·, s)| + |u2 (·, s)|‖
γ−1
Lr1 (�\6)

and p, s1, s2, ε as above, and θ := δ. The foregoing inequality then yields

|||u1 − u2|||p,δ,T ≤ C ‖u01 − u02‖Lp0 (�\6)

+C (T ∧ 1)ε ps2
(
f
)
|||u1 − u2|||p,δ,T . (4.40)

The functional ps2
(
f
)
can be estimated exploiting Lemma A once more to �nd

ps2
(
f
)

≤ CF ‖1 + |u1| + |u2|‖
γ−1
r1,r2,T

< ∞,

which is �nite by virtue of the assumption (4.15). Thus, (4.40) implies the desired assertion

(4.38) of Lemma 4.9.

Proof of Theorem 4.5. Let u0 ∈ Xp0 (�\6) and consider a sequence {u0j}j∈N ⊂ D
(
Aα,β ,p

)
⊂

L∞ (�\6) for p ≥ p0, p ∈ (n,∞), such that

lim
j→∞

∥∥u0j − u0
∥∥
Lp0 (�\6)

= 0 (4.41)

(recall that D
(
Aα,β ,p

)
is dense in Lp0 (�\6)). By Theorem 3.3 there exists a unique mild

solution uj for problem (3.1), which is also smooth by Theorem 4.2, on the time interval

[0,Tj), where Tj > 0 is the maximal existence time. We can show that Tj = ∞, for all j ∈
N. The assumption (4.14) of Theorem 4.5 implies that there exist numbers ε ∈ (0, 1) and

b ∈ [0, 1/γ ) such that the assumptions (4.28)–(4.30) of Lemma 4.7 are satis�ed. Then we can

infer from the estimate (4.31) that
∥∥uj (·, t)

∥∥
L∞(�\6)

≤ C∗ (t ∧ 1)
− n

p0

[
‖u0‖Lp0 (�\6) + (t ∧ 1)ε

(
U + U

1
1−γ b

)]
, (4.42)
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for all j ∈ N, and t ∈
(
0,Tj

)
. The constant C∗ > 0 is clearly independent of j. The assertion

(3.22) together with (4.42) and the fact that

U = CF sup
j∈N

{(∥∥1 +
∣∣uj
∣∣∥∥γ (1−b)

r1,r2,T

)
: T ∈ (0,∞)

}
< ∞

uniformly in j, owing to condition (4.15), shows that Tj = ∞ for all j ∈ N.

The �nal goal of the proof is to show, along a proper subsequence (still denoted by)
{
uj
}
,

that uj converges to a function u on any interval (0,T] ⊂ (0,∞). To this end, we also observe

that due to the uniform estimate (4.42) and the assumption (4.15), we have

V := CF sup
j,m∈N

{(∥∥1 +
∣∣uj
∣∣+ |um|

∥∥γ−1

r1,r2,T

)
: T ∈ (0,∞)

}

≤ C
(
1 + 2L

(
‖u0‖Lp0 (�\6)

))γ (1−b)
. (4.43)

We choose the initial time ih for an arbitrary h ∈ (0,∞) and i ∈ N0 := N ∪ {0}. The
continuous dependence estimate (4.38) yields in light of the uniform bound (4.43) that

∣∣∣∣∣∣(uj − ul
)
(ih + ·)

∣∣∣∣∣∣
p,δ,h

≤ C
∣∣∣∣(uj − ul

)
(·, ih)

∣∣∣∣
Lp0 (�\6)

+ C (h ∧ 1)ε V
∣∣∣∣∣∣(uj − ul

)
(ih + ·)

∣∣∣∣∣∣γ b
p,δ,h

, (4.44)

for all j, l ∈ N, and i ∈ N0 and h > 0. Choosing h ≪ 1 small enough such thatC (h ∧ 1)ε V ≤
1/2, from (4.44) we get for all i ∈ N0 that

∣∣∣∣∣∣(uj − ul
)
(ih + ·)

∣∣∣∣∣∣
p,δ,h

≤ C
∣∣∣∣(uj − ul

)
(·, ih)

∣∣∣∣
Lp0 (�\6)

.

In particular, owing to (4.41) and a continuation argument, we obtain that
{
uj
}
j∈N

is a Cauchy

sequence in the Banach space Ep,δ,T , for all T ∈ (0,∞). Therefore there exists a function

u ∈ Ep,δ,T , for any T ∈ (0,∞), such that

lim
j→∞

∣∣∣∣∣∣uj − u
∣∣∣∣∣∣

p,δ,T
= 0, for all T ∈ (0,∞) . (4.45)

Fixing now a time t ∈ (0,T] ⊂ (0,∞), (4.45) also yields that uj (x, t) → u (x, t) for almost

all x ∈ �\6; we conclude that (4.42) also holds for u (·, t) (as well as the estimate (4.16) is

veri�ed). Thus, u is well-de�ned globally on (0,∞). In order to show that the limit solution

u is also a mild solution in the sense of De�nition 3.1, we argue exactly as in the proof of

Theorem 3.1, by taking advantage of the strong convergence (4.45) to pass to the limit in the

integral solution representation for uj.We leave the (repetitive) details to the interested reader.

The proof is �nished.

We conclude this section with the following.

Corollary 4.10. Under the assumptions of Theorem 3.1 and Theorem 4.5, every mild (globally-

de�ned) solution of problem (3.1) with initial datum u0 ∈ Xp0 (�\6), p0 ∈ [1,∞], is also a

strong solution on [δ,∞), for any δ > 0 in the sense of De�nition 4.1.

5. The case α ≤ β and concluding remarks

In this article, we have considered a general family of transmission problems with anomalous

di�usion that has not been considered or analyzed anywhere in the literature before. We have
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given a uni�ed analysis of our transmission problem in the case α ≥ β using basic tools in

nonlinear analysis and Sobolev function theory together with semigroup methods. We have

developed well-posedness results for our family of transmission models which include local

existence results (Section 3) and global regularity results (Section 4).

5.1. The case α ≤ β

The present analysis can be extended to nonlocal transmission problems with fractional

di�usion in the case 1/2 < α ≤ β < 1. To this end, we brie�y verify that the parabolic

system (1.8) and (1.9), (1.11) subject to the transmission conditions

w̃u+ = u−, Ñw̃ (u+, u−) + bu+ = 0, on (0,T) × 6, (5.1)

and initial condition (1.12) is also well-posed (see Figure 1). Here, we have de�ned the jump

Ñw̃ (u+ (x) , u− (x)) := CβN
2−2βu+ (x) − Cαw̃ (x)N 2−2αu− (x) , (5.2)

where w̃ ∈ Wθ ,2 (6) with θ ≥ α such that θ + β − α > (N − 1) /2. Any θ > N/2 works.

We consider the fractional order Sobolev space

W̃
(α,β),2(�\6) :=

{
u ∈ L2(�\6) : u− ∈ Wα,2(�−), u+ ∈ Wβ ,2(�+) and u− = w̃u+ on 6

}
,

endowed with the norm de�ned by

‖u‖2
W̃(α,β),2(�\6)

=

∫

�\6
|u|2dx +

∫

�−

∫

�−

|u−(x) − u−(y)|2

|x − y|N+2α
dxdy

+

∫

�+

∫

�+

|u+(x) − u+(y)|2

|x − y|N+2β
dxdy.

We notice that (2.10) and (2.11) remain true withW(α,β),2(�\6) replaced by W̃(α,β),2(�\6).

The corresponding embedding (2.9) becomes

W̃
(α,β),2(�\6) →֒ L

2N
N−2α (�\6). (5.3)

In addition we have that

‖u‖2∗ :=

∫

6

|u+|2dσ +

∫

�−

∫

�−

|u−(x) − u−(y)|2

|x − y|N+2α
dxdy

+

∫

�+

∫

�+

|u+(x) − u+(y)|2

|x − y|N+2β
dxdy, (5.4)

de�nes an equivalent norm on W̃
(α,β),2(�\6). Its proof follows the lines of the proof of

Lemma 2.5.

Let b ∈ L∞(6) be nonnegative. We de�ne the bilinear symmetric form Ẽα,β with domain

D(Ẽα,β) := W̃
(α,β),2(�\6) by

Ẽα,β(u, v) =
CN,α

2

∫

�−

∫

�−

(u−(x) − u−(y))(v−(x) − v−(y))

|x − y|N+2α
dxdy

+
CN,β

2

∫

�+

∫

�+

(u+(x) − u+(y))(v+(x) − v+(y))

|x − y|N+2β
dxdy +

∫

6

bu+v+dσ . (5.5)
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Proceeding exactly as in Proposition 2.11, we infer that Ẽα,β is aDirichlet form;more precisely,

it is closed andMarkovian onL2(�\6). Let now Ãα,β be the self-adjoint operator onL
2(�\6)

associated with Ẽα,β . It has the following properties (see the proofs of Proposition 2.12 and

Theorem 2.16, and (5.3)).

Theorem 5.1. The operator Ãα,β is given by

D(Ãα,β) =
{
u ∈ W̃

(α,β),2(�\6), (−1)α�−
u− ∈ L2(�−), (−1)

β
�+

u+ ∈ L2(�+),

N
2−2αu− = 0 on Ŵ, Ñw̃(u+, u−) + bu+ = 0 on 6

}
(5.6)

and, for u ∈ D(Ãα,β), we have

Ãα,βu = (−1)
β
�+

u+ on �+, and Ãα,βu = (−1)α�−
u− on �−. (5.7)

Finally, the following are also true.

(a) Ãα,β has a compact resolvent, and hence, has a discrete spectrum. The spectrum of Ãα,β is an

increasing nonnegative sequence of real numbers {̃λk}k∈N such that λ̃k → ∞. If b satis�es

(2.22), then λ̃1 > 0. If b = 0 σ -a.e. on 6, then λ̃1 = 0. If ũk is an eigenfunction of Ãα,β

associated with the eigenvalue λ̃k, then ũk ∈ D(Ãα,β) ∩ L∞(�\6).

(b) The operator −Ãα,β generates a submarkovian semigroup (e−tÃα,β )t≥0 on L2(�\6). The

latter can be also extended to a contraction (compact) semigroup S̃α,β ,p (t) := e−tÃα,β ,p on

Lp(�\6) for every p ∈ [1,∞], and each semigroup is strongly continuous if p ∈ [1,∞)

and bounded analytic if p ∈ (1,∞).

(c) For every 1 ≤ q ≤ p ≤ ∞, there exists a constant C > 0 such that for every f ∈ Lq(�\6)

and t > 0,

‖e−tÃα,β f ‖Lp(�\6) ≤ C (t ∧ 1)
− N

2α

(
1
q− 1

p

)

‖f ‖Lq(�\6).

On account of Theorem 5.1, all the results on well-posedness and global regularity of mild

solutions for problem (1.8) and (1.9), (1.11), (5.1), as stated in Sections 3–4, remain valid

with one simple modi�cation: one rede�nes n := N/(2α) (instead of n = N/(2β)). To avoid

redundancy, we refrain from explicitly stating these results and their verbatim proofs. Finally,

we also recover the result of Theorem 2.22 with the following modi�cation: in the cases (a)

and (b) assume q > N/(2α).

5.2. Related local-nonlocal transmission problems

Although only the case of fully nonlocal transmission problems of the form (1.8) and (1.9)

have been considered in the paper, the corresponding methods are of general nature and

can be successfully applied to other related transmission problems. Some of them are brie�y

discussed below. A more detailed exposition of proofs and similar problems will be given

elsewhere. In particular, all the results obtained in the paper are also valid for local-nonlocal

transmission problems in the following cases: 1/2 < β < α = 1 or 1/2 < α < β = 1. If
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1/2 < β < α = 1, then the local-nonlocal transmission problem (1.8)–(1.12) reads




∂tu+ + (−1)
β
�+

u+ + f+ (u+) = 0, in J × �+,

∂tu− − 1u− + f−(u−) = 0 in J × �−,

u+ = wu−, on J × 6

CβwN
2−2βu+ − ∂νu− + bu− = 0 on J × 6

∂νu− = 0, on J × Ŵ,

u+ (·, 0) = u0+, in �+,

u− (·, 0) = u0−, in �−.

The associated bilinear form E1,β is given for u, v ∈ D(E1,β) = W
(1,β),2(�\6) by

E1,β(u, v) =

∫

�−

∇u− · ∇v−dx

+
CN,β

2

∫

�+

∫

�+

(u+(x) − u+(y))(v+(x) − v+(y))

|x − y|N+2β
dxdy +

∫

6

bu−v−dσ ,

where

W
(1,β),2(�\6) :=

{
u ∈ L2(�\6) : u− ∈ W1,2(�−), u+ ∈ Wβ ,2(�+) and u+ = wu− on 6

}
.

In the case 1/2 < α < β = 1, the local-nonlocal transmission problem (1.8)–(1.12)

corresponds to




∂tu+ − 1u+ + f+(u+) = 0 in J × �+,

∂tu− + (−1)α�−
u− + f− (u−) = 0, in J × �−,

w̃u+ = u−, on J × 6

∂νu+ − Cαw̃N
2−2αu− + bu+ = 0 on J × 6

N 2−2αu− = 0, on J × Ŵ,

u+ (·, 0) = u0+, in �+,

u− (·, 0) = u0−, in �−.

The associated bilinear form Ẽα,1 is given for u, v ∈ D(Ẽα,1) := W̃
(α,1),2(�\6) by

Ẽα,1(u, v) =
CN,α

2

∫

�−

∫

�−

(u−(x) − u−(y))(v−(x) − v−(y))

|x − y|N+2α
dxdy

+

∫

�+

∇u+ · ∇v+dx +

∫

6

bu+v+dσ ,

where

W̃
(α,1),2(�\6) :=

{
u ∈ L2(�\6) : u− ∈ Wα,2(�−), u+ ∈ W1,2(�+) and u− = w̃u+ on 6

}
.
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5.3. Some open problems

We list a series of open questions that we hope will be of some interest to the reader.

Besides other local-nonlocal transmission problems (as stated in the previous subsection),

the following issues remain open for further study for our nonlocal transmission problem

(1.8)–(1.12).

(a) A more re�ned regularity analysis to show the (Hölder) continuity of the solutions (up to

the boundary) for our nonlocal-nonlocal transmission problem. We recall that a partial

result is already available for the corresponding elliptic problem in Theorem 2.22 while

the continuity up to the boundary is yet an open question for such systems. This issue is

also closely related with the qualitative behavior of (u+, u−) near the interface 6.

(b) A comprehensive analysis to develop su�cient conditions on the nonlinearities f± such

that problem (1.8)–(1.12) is globally well-posed and study the further regularity of its

corresponding solutions. The latter is essential to the study of the long-term asymptotic

behavior of these systems, in terms of global attractors and ω-limit sets. In addition,

the issue described in point (a) has further consequences on the dynamic behavior

of solutions for (1.8)–(1.12). Indeed, the ω-limit sets of the problem (1.8)–(1.12) can

exhibit a complicated structure if the function f± is non-monotone. In particular, this

can happen if the stationary problem associated with (1.8)–(1.12) possess a continuum

of nonconstant (steady-state) solutions. According to our discussion in [15] it may be

possible to show that each globally de�ned regular solution (u+ (t) , u− (t)) converges to

a unique steady state
(
u∗

+, u
∗
−

)
, as time goes to in�nity, where

(
u∗

+, u
∗
−

)
is a proper solution

of the corresponding stationary problem. A second issue is to investigate whether blow-

up phenomenon occurs for problem (1.8)–(1.12), and whether it occurs in only one of

the two regions (or both), or whether the linear term bu− present in the transmission

condition (1.10) provides for a substantial dampening e�ect. Also, if blow-up occurs in

�nite time in some situations, where are the blow-up points? Can the blow-up occur near

the interface 6?

(c) In view of our recent work [14], other interesting transmission conditions can be con-

sidered for the parabolic problem (1.8) and (1.9), and a more general setting in which

the interface 6 is rough (say, a d-dimensional fractal set with N − 1 < d < N) may

be developed. In particular when 6 is still a Lipschitz hypersurface, such transmission

conditions may read

u+ = wu−, ∂tu− + Nw (u+, u−) + h (u−) = 0, on J × 6, (5.8)

where h is allowed to be a nonlinear source/sink acting solely on the interfacial region

6. In [14], a similar condition is used for a transmission problem consisting of a

semilinear parabolic equation associated with the Laplacian 1. A uni�ed framework is

developed for global existence of solutions, existence of �nite dimensional attractors and

blow-up phenomena for solutions under general conditions on the bulk and interfacial

nonlinearities with (possible) competing behavior at in�nity. Such questions remain open

for the transmission problem (1.8) and (1.9), subject to conditions like (5.8), and suitable

initial conditions for (u+, u−).

(d) In Remark 2.1, we have said that if using the fractional Laplacian (see (2.1)) in place of

the regional fractional Laplacian, then it is not clear if this leads to a local transmission

condition. This point should be investigated further. Indeed, if on the lower-side we
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have instead used the fractional Laplacian but kept the regional fractional Laplacian on

the higher-order side (see Figure 1), it is still possible that we would get a local (albeit

di�erent) transmission condition. Then what if the fractional Laplacian was also used on

the higher-order side, what do the transmission conditions look like? Is it still possible to

develop a comparable framework for well-posedness and regularity, and then long-term

behavior as well as blow-up?

We feel that these questions are worth investigating further by ourselves and/or the

interested reader.
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Appendix: Some technical tools

We �rst state a result that gives an estimate on time convolution integrals involving the

bounded operator Sα,β(t).

Lemma A. De�ne n := N/(2β) for N ≥ 2 and β ∈ (0, 1). Let p, s1 ∈ [1,∞], s2 ∈ (1,∞],

θ , ε ∈ [0, 1], δ ∈ [0,∞) satisfy

n

s1
+

1

s2
< 1 +

n

p
,

n

s1
+

1

s2
+ θ + ε ≤ 1 +

n

p
+ δ

and

1

s2
+ θ < 1,

1

s2
+ θ + ε ≤ 1 + δ.

Let f : [0,∞) → R be a measurable function such that

ps2
(
f
)
:= sup

t1,t2∈[0,∞),0≤t2−t1≤1

(∫ t2

t1

∣∣f (t)
∣∣s2 dt

) 1
s2

< ∞.

De�ne the function

g (t) := (t ∧ 1)δ
∫ t

0

∥∥Sα,β (t − τ)
∥∥
p,s1

(τ ∧ 1)−θ f (τ ) dτ , ∀ t ≥ 0.
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Then there exists a constant C > 0 independent of t such that
∣∣g (t)

∣∣ ≤ C (t ∧ 1)ε ps2
(
f
)
, for all t ∈ (0,∞) .

Proof. The claim follows from combining the proof of [44, Lemma 6] with the ultracontrac-

tivity estimates of Theorem 2.16 (see, in particular, (2.38)).

The ultracontractivity properties of the semigroup Sα,β (see (2.38)) allow us to also deduce

from the proof of [44, Lemma 4] the following lemma.

Lemma B. Let p, q ∈ [1,∞] such that p < q. Given a subset 5 ⊂ Xp (�\6), assume that

κ (5) :=

{
u

‖u‖Lp(�\6)

: u ∈ 5, u 6= 0

}

is precompact in Xp (�\6). Here by u 6= 0 on �\6, we mean that u+ 6= 0 (a.e.) on �+ and

u− 6= 0 (a.e.) on�−. Then there exists a nondecreasing function g : [0,∞) → [0, 1], depending

only on p, q,α,β and 5 such that:

(a) For all t > 0 and u ∈ 5,

∥∥Sα,β (t) u
∥∥
Lq(�\6)

≤ Cg (t) (t ∧ 1)
−n

(
1
p− 1

q

)
‖u‖Lp(�\6) . (A.1)

(b) We have limt→0+ g (t) = 0. The function W = W (t) de�ned by

(W (t))
−n

(
1
p− 1

q

)

= g (t) (t ∧ 1)
−n

(
1
p− 1

q

)

has the properties

lim
t→0+

W (t) = 0 and (t ∧ 1) ≤ W (t) ≤ (t ∧ 1)
1
2 .

Lemma C. Consider the following cases:

(a) Let p0, γ ∈ [1,∞) satisfy (γ − 1) n/p0 < 1.

(b) Let p0, γ ∈ (1,∞) satisfy (γ − 1) n/p0 = 1.

Then there exist ε ∈ (0, 1), k ∈ N and �nite sequences
{
pi
}
, {δi} such that δi ∈ (0, 1) and

p0 < p1 < · · · < pk = ∞, for i = 1, . . . , k. In addition, the following are satis�ed:




(γ − 1)

(
δi +

n

pi

)
+ ε < 1, for i = 1, . . . , k; i 6= 1 in case (b).

γ

pi
≤ 1, for i = 1, . . . , k.

γ δi < 1, for i = 1, . . . , k.

n

pi−1
−

n

pi
= δi, for i = 1, . . . , k.

Proof. Apply the assertion of [44, Lemma 12] with q1 = q2 = ∞.



COMMUNICATIONS IN PARTIAL DIFFERENTIAL EQUATIONS 625

Lemma D. Let p0 ∈ [1,∞] be arbitrary and r1, r2 ∈ (0,∞], γ ∈ [1,∞), b ∈ [0, 1] such that

γ (1 − b)

(
n

r1
+

1

r2

)
< 1, γ

1 − b

r1
≤ 1 and γ b ≤ 1.

Then there exist ε ∈ (0, 1), k ∈ N and �nite sequences
{
pi
}
, {δi} such that δi ∈ (0, 1) and

p0 < p1 < · · · < pk = ∞, for i = 1, . . . , k. In addition, the following are satis�ed:




γ
1 − b

r1
+ γ

b

pi
≤ 1, for i = 1, . . . , k;

γ
1 − b

r2
+ γ bδi < 1 − ε, for i = 1, . . . , k.

δi =
n

pi−1
−

n

pi
, for i = 1, . . . , k.

Proof. Apply the assertion of [44, Lemma 16] with q1 = q2 = ∞.

The following basic “feedback” inequality is taken from [44, Lemma 18].

Lemma E. Let y, z0, z1 ∈ [0,∞) and σ ∈ (0, 1) be such that y ≤ z0 + z1y
σ . Then

y ≤
z0

1 − σ
+ z

1
1−σ

1 .

The following result on pointwisemultiplication of functions in Sobolev spaces can be used

to ensure minimal (optimal) regularity on the weight w. Assume that 6 is smooth enough

(at least Lipschitz continuous) and s1, s2, s ≥ 0, N ≥ 1.

Lemma F (see [52]). Let s, s1, and s2 be real numbers satisfying

min(s1, s2) ≥ s and s1 + s2 − s >
N − 1

2
,

where the strictness of the last two inequalities can be interchanged if s ∈ N0 = {0} ∪ N. Then,

for any w1 ∈ Ws1,2 (6), w2 ∈ Ws2,2 (6) the product w1w2 ∈ Ws,2 (6) and there exists a

constant C = C (N, s1, s2, s) > 0, independent of w1,w2 such that

‖w1w2‖Ws,2(6) ≤ C ‖w1‖Ws1,2(6) ‖w2‖Ws2,2(6) .
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